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OPTIMIZATION STUDY FOR LASER-TRIGGERED ION ACCELERATION  
FROM THIN TARGETS AND SOCIETAL NUCLEAR APPLICATIONS  

V.Yu. Bychenkov1, 2 
1 P.N. Lebedev Physics Institute RAS, Moscow, Russia, bychenk@lebedev.ru 

2 Center for Fundamental and Applied Research, VNIIA, ROSATOM, Moscow, Russia 

Abstract. Here the results of 3D optimization study with PIC code “Mandor” for acceleration of ions from 
thin targets triggered by femtosecond laser pulses are presented. For a volumetric heating of the targets with 
optimum thicknesses, the dependence of maximum ion energies on laser intensity shows very universal scaling 
~ I0.7 for a wide intensity range and different pulse durations and spot sizes of practical interest. More sharp 
dependence of maximum ion energy as compared to popular scaling ~I0.5 is a result of absorption increase with 
increasing laser intensity. The proposed analytical model is consistent with numerical simulations. Several 
nuclear applications of societal trend are discussed for new generation lasers of high peak and averaged power. 

Introduction 

It is known that target thickness should be properly matched to the laser intensity [1] for obtaining 
maximum ion energy. Although the optimal target thickness can be estimated by the order of magnitude 
from 2D PIC simulations [1], 3D PIC simulations are needed to correctly quantify it for different laser 
intensities. The optimal target thickness was found in Ref. [1], where the square root energy scaling for 
the proton energy with laser intensity (energy) was also inferred. The intensity square root scaling for the 
maximum proton energy is also predicted by the TNSA model, which is valid for the thick targets [2]. 
The 3D PIC simulations to find the optimal target thickness for the laser pulse energy must also examine 
the dependence on different spot sizes and pulse durations. Such optimization should include the 
systematic study of the laser light absorption (i.e. laser to electron energy conversion efficiency) in semi-
transparent targets and this will be an important part of our paper. In a comprehensive study we will 
quantify how all parameters of the pulse affect laser energy conversion to hot electrons and determine 
effectiveness of high-energy ion production. We present the results of 3D optimization study with PIC 
code MANDOR for acceleration of protons from thin targets triggered by femtosecond laser pulses. The 
main outcome here is the dependence of the maximum proton energies on the laser intensities under the 
conditions of volumetric heating of the optimum thickness targets.  

Optimization study for ion acceleration 

We have performed 3D simulations of proton acceleration by ultrashort (τ = 30 fs FWHM 
duration) tightly focused (FWHM of the laser spot d = λ) laser pulses with the PIC code MANDOR. 
As a reference we set the laser wavelength at λ = 1 µm. Laser intensity is varied from I = 5 ×1018 to 
I = 5 ×1022 W/cm2 which corresponds to laser pulse energies from 0.03 J to 300 J. To examine pulse 
duration (τ) and spot size (d) effects on ion 
acceleration, three additional sets of laser pulse 
parameters with the same full laser energy have been 
used: increased laser spot size, d = 6λ, and decreased 
one, d = 2λ, for τ = 30 fs and for the increased pulse 
duration, τ = 150 fs, for the hot spot size d = 4λ.  
A very tight laser pulse focusing to 2λ has been 
implemented by using the parabolic mirror simulation 
technique [3]. For larger hot spots, Gaussian laser 
pulses have been used. The laser pulse was focused on 
the front side of the thin CH2 plasma foils composed of 
electrons, hydrogen ions, and fully ionized carbon ions 
(C6+). The target has an electron density of 200nc 
(where nc = me/4πe2ω2 is the plasma critical density), 
which corresponds to a solid mass density of CH2  
(1.1 g/cm3). The target thickness l has been varied from 3nm to 1 µm. The results of our simulations 
for the maximum energy of the protons (ε) from the optimum thickness targets are well approximated 
by the scaling ε ∝ 22EL

0.7(see Fig. 1), which is different from the square root dependence reported 
earlier [1]. 

 
Fig. 1. Maximum proton energy for optimal target 
thickness vs laser energy (EL) for τ = 30 fs and  
d = 4λ (large black points), d = 6λ (small black 
points), d = 2λ (gray points) and τ = 150 fs and  
d = 4λ (open circle). The black line corresponds to  
ε = 22EL

0.7and the dashed line ε = 45EL
0.5 
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More sharp dependence of maximum ion energy ε ∝ EL
0.7 is a result of laser absorption increasing 

with intensity for semi-transparent targets. This dependence is consistent with recently proposed 
analytical model [4] which uses ponderomotive scaling for electron temperature vs. absorbed laser 
power. Given laser energies the shorter laser pulse and tighter focusing gives higher maximum proton 
energy. The number of energetic protons also increases with the laser energy.  

Neutron and isotope production from optimized targets 

We consider also some interesting examples for isotope and neutron production that makes use of 
protons and deuterons accelerated to multi-MeV energies from the semi-transparent targets and 
demonstrate that new laser technique permits production of radionuclides for SPECT (single-photon 
emission computed tomography) and PET (positron emission tomography), as well as for neutrons for 
therapy and inspection. Below (see the table) the examples of Tc-99m yield for Mo-100(p,2n)Tc-99m 
reaction in a thick target bombarded by laser-produced protons from CH2 foils are given for 10J laser 
pulse and different focal spots: d = 4λ (case 1), d = 6λ (case 2), and d = 10λ (case 3) as well as for 5J 
laser pulse focused into  d = 4λ  hot spot (case 4). The Tc-99m activity after six hours is calculated 
with a laser repetition rate of 10 kHz. The ratio of long-lived Tc-99g plus Tc-98 atoms to Tc-99m 
atoms is a critical parameter for the formation of Tc-chelates for human application (see “Ratio” in the 
table). Our study is the first step aimed at establishing a list of radionuclides of interest for nuclear 
radionuclide therapy and emission tomography as well as the first insight into the laser-based neutron 
source for radiation and neutron-capture therapy. 
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SIMULATION OF INTERACTING DYNAMICAL SYSTEMS  
IN WIRELESS SENSOR NETWORKS 

A.S. Dmitriev, M.Y. Gerasimov, R.Y. Emelyanov, and V.V. Itskov 
Institute of Radioengineering and Electronics, Russian Academy of Sciences 

Moscow, Russia, chaos@cplire.ru 

Abstract. Generalized wireless sensor networks – wireless active networks (WAN) – are considered as 
distributed multiple-unit processor platform for modeling behavior of interacting dynamical systems. During the 
simulation, each sensor network node represents a dynamical system. The equations of this system are solved by 
a special computing unit, e.g., microcontroller (MCU) placed on each node. The interaction between the 
dynamical systems is understood as transmission of data on the system state between the nodes of active network 
via radio channel. Here, this approach is investigated on an example of an ensemble of coupled logistic maps. 
This ensemble is implemented as a wireless network composed of ultra wideband direct chaotic transceivers 
PPS-43 [3] with special actuator boards attached. These actuator boards contain an MCU to iterate the maps and 
a display to visualize information (color LED). The modeling technique, experimental results and analysis are 
described. 

Introduction 

Usually the wireless sensor network (WSN) is described as a set of nodes equipped with sensors 
and combined into an ensemble by means of the interaction via radio channels [1]. However, there is 
an increasing number of examples of wireless sensor networks whose nodes except transceivers and 
sensors include actuators, i.e., devices which affect the environment; or visual information displays 
(LED, LCD); or information processing devices (MCU, processor) [2]. Below, for such generalized 
wireless sensor networks we use the term wireless active networks (WAN). A wide range of 
equipment used in nodes along with communication capabilities allows considering active wireless 
networks not only as a means of data acquisition on a particular area and transmission to the analysis 
station, but also as a powerful platform for solving wider classes of problems related to multiple-unit 
interacting systems. 

Ultrawideband active node and actuator for simulation 

An active network node consists of a wireless transceiver and a special actuator board. 
Ultrawideband wireless transceiver PPS-43 [3] was used as a communication part. The actuator is 
based on microcontroller STM32L which is used as a computing unit to solve equations of ensemble 
element, and a color LED as a visual indicator for one of the variables of the ensemble element state. 

MCU STM32L has RISC architecture; its clock frequency can be changed in the range 1 to 
32 MHz. It has good computing capabilities; it is extraordinarily small and energy efficient. 

An important feature of this MCU is the ability to emulate floating point operations, so it can be 
used as a full functional device for modeling dynamic systems. The equations programmed in C 
language, and then compiled to MCU machine code. 

Simulation procedure algorithm 

Let us consider the procedure of simulation on the example of an ensemble of 1-d logistic maps in 
chaotic mode. 

Simulation of collective behavior of discrete dynamic systems includes the following stages: 
– Network creation: at this stage each network node declares itself and establishes connection with 

each other network node. For each node and for the network as a whole the process ends when each 
node detects all the other nodes and each node has the “knowledge” that all other nodes have received 
information from it. 

– Synchronization of node clocks. 
– Start of collective iteration and evolution. 
– Brake of collective behavior in case one or more links are broken. 
– Restoring collective iterations. 

An important feature of the described network is its autonomy, so there is no need in control center 
(sink). 
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Experiments  

The sensor network that was used in the experiment consisted of 4 nodes (fig. 1). Each node 
contained a direct chaotic transceiver and an actuator board on which a logistic map was iterated in 
accordance with the above algorithm.  

The devices were arranged on a table and turned on by operator. At startup, the initial value for 
each dynamic system was selected using a random-number generator. According to the above rules, 
each device listened for the time interval T and then transmitted a packet with node ID number and 
state variable value information. After listening, the step was repeated. It took some time to 
synchronize the node clocks after turning on the last device. Time synchronization was visualized by 
simultaneous actuator color changes. For some time (4-5 iterations), LED colors changed chaotically 
and remained different on each actuator. After that, the colors were still chaotically changing with 
time, but the difference of node colors became visually smaller and smaller, and the collective 
behavior of the ensemble led to synchronous state. This state was stable and it persisted until some 
natural or artificial fault took place. 

As an example of such a “fault,” one device was turned off during the experiment. The remaining 
nodes started working autonomously, without using the other node state information. Three remaining 
powered devices worked as follows: for some time, it looked as if they were synchronous, but after 
several iterations the difference in the state values increased and LED colors became visually different 
and finally came to completely uncorrelated behavior. However, time synchronization between the 
devices remained, therefore color change time moments were still simultaneous. 

After the node clocks lost synchronization (mistiming), the 4th device was turned on again. The 
clock synchronization process was repeated. It wasn’t visually apparent because by this time the clock 
discrepancy in quartz generators wasn’t large enough. Full clock synchronization was restored after 
the time interval about T. Then the process of restoring the synchronous state of the ensemble began. It 
was indicated by the process of color convergence. 

 

 
Fig. 1. Synchronous mode in the experiment 

Conclusions 

In this paper, the use of wireless active networks as a technique for investigation of collective 
behavior of dynamical systems is shown. As an example, this approach was applied in experiment to 
an ensemble of 1D maps, whose equations were iterated on the nodes using information on the states 
of the other ensemble elements, that was transmitted synchronously via ultra wideband radio channel. 
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ION ACCELERATION IN LOW DENSITY TARGETS  
USING ULTRA-HIGH INTENSITY LASERS 

E. d’Humières1, M. Lobet2, A. Debayle2, L. Gremillet2, and V.T. Tikhonchuk1 

1 Univ. Bordeaux – CNRS - CEA, Talence, France, dhumieres@celia.u-bordeaux1.fr 
2 CEA/DAM-DIF, Arpajon, France 

Abstract. Recent theoretical and experimental studies suggest the possibility of enhancing the efficiency 
and ease of laser acceleration of protons and ions using underdense or near critical plasmas through electrostatic 
shocks. Scaling shock acceleration in the low density regime to ultra high intensities is a challenge as radiation 
losses and electron positron pair production change the optimization of the shock process. Using large-scale 
Particle-In-Cell simulations, the transition to this regime in which intense beams of relativistic ions can be 
produced is investigated. The application of these beams to high energy laboratory astrophysics is discussed. 

The intense research being conducted on sources of laser-accelerated ions and their applications, 
e.g. radiography and the production of warm dense matter (WDM), is motivated by the exceptional 
properties that have been demonstrated for proton beams accelerated from planar targets, such as high 
brightness, high spectral cut-off, high directionality and laminarity, and short duration (~ps at the 
source). In most experiments, solid density targets are used and the most energetic ions are accelerated 
by the so-called target normal sheath acceleration (TNSA) mechanism [1]. These ion sources are very 
promising for a wide range of applications [2, 3], from the production of radio-isotopes and the testing 
of mechanisms of extreme energy particle production in gamma-ray bursts, but also to improve 
prospects for the necessary gantry for proton therapy or for fast ignition of inertial confinement fusion 
targets with high gain. 

The results in [4] suggest the possibility of enhancing the efficiency and ease of laser acceleration 
of protons and ions compared to what has been achieved up to now using standard TNSA. Indeed, it is 
not only important for applications of such ion beams that its parameters (maximum energy and total 
number) are enhanced, but also that it is easily usable. Regarding the second point, there are currently 
some issues/limitations linked to using solid targets: (1) targets need to be aligned precisely for each 
shot, (2) laser temporal contrast needs to be controlled, (3) debris is produced and (4) repetition rate is 
limited. These limitations could all be greatly alleviated if one could use gas jets as the laser 
interaction medium. Through simulations, we have found that shock acceleration could be used in 
such a low-density medium to accelerate ions [5, 6] not only very efficiently, but also with a higher 
number than TNSA. However, with present-day laser parameters, we find that it would require rather a 
thin gas jet (of the order of 100 microns), which is not readily available. 

In [4], using 2D particle-in-cell simulations of exploded foils, we have shown that increasing the 
laser energy and intensity allows us to significantly improve the efficiency of shock acceleration 
versus TNSA. Using short and near-critical targets with moderately long gradients leads to a good 
compromise between increased maximum proton energies and the degrading of the beam 
characteristics. This could strongly enhance the practicality and possibilities for ion probing or WDM 
generation in future high-power and high repetition-rate laser facilities. Recently, important progress 
has been achieved in the production of short near-critical density gas jets [7]. The possibility of using 
high repetition gas nozzles to generate such plasmas would therefore allow us to demonstrate the 
efficiency of this process in a set-up which would be much more useful for applications. Scaling shock 
acceleration in the low density regime to ultra high intensities (>1022 W/cm2) is a challenge as 
radiation losses and electron positron pair production change the optimization of the shock process. 
Using large-scale Particle-In-Cell simulations including these effects, we have investigated and 
modeled the transition to this regime in which intense beams of relativistic ions can be produced.  

Following Refs. [8, 9], the PIC code CALDER [10] has been enriched with numerical models of 
synchrotron radiation and Breit-Wheeler pair production [11]. In the classical case, the low-energy 
photon emission is treated using Sokolov’s radiation friction model with a quantum-corrected radiated 
power [12]. In the quantum regime, Monte Carlo schemes are used to describe the discrete emission of 
gamma photons and their annihilation into e−e+ pairs. The physical parameters are chosen so as to 
reproduce laser and target conditions that could be tested with near-future laser installations like 
Apollon in France and the Extreme Light Infrastructure in Europe. The linearly-polarized laser pulse 
has a 1 μm wavelength, a 32 fs (60 ω0

–1, where ω0 is the laser frequency) FWHM duration and a peak 
intensity ranging from I0 = 1022 to 8.9×1023 W·cm−2 (i.e., a normalized field amplitude a0 = eE0/mecω0 = 
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= 85 to 800). The focal spot FWHM is 10 μm. The target is taken to be a fully-ionized H plasma with 
a cosine squared density profile, a maximum electron density ne = 2 nc and a total thickness ranging 
from 100 to 400 μm.  

For laser intensities in the range 1022 W·cm−2 to a few 1023 W·cm−2, a clear shock signature 
is observed on the proton phase space (see the figure below). Maximum proton energies of around 
500 MeV and 910 MeV are measured for laser intensities of 1022 W·cm−2 and 1023 W·cm−2, 
respectively, for a 190 microns long target. As the laser intensity increases, the share of laser energy 
transferred to high energy photons also increases and the laser energy transferred to protons decreases, 
even if the maximum proton energy continues to increase. Laser energy absorption in protons saturates 
at ~50 % for a laser intensity of 1022 W·cm−2 and at ~38 % for a laser intensity of 1023 W·cm−2, while 
laser energy transferred in high energy photons is around 20 % for a laser intensity of 1022 W·cm−2 and 
around 44 % for a laser intensity of 1023 W·cm−2. The thickness of the target also plays an important 
role. 

 
Fig. 1. Proton phase space after 1500 ω0

–1 for I = 1022 W/cm2 (left) and for I = 1023 W/cm2 (right) for a 2 nc,  
190 microns long cos2 target. The laser comes from the left side of the simulation box 

These relativistic ion beams are of great interest for high-energy laboratory astrophysics as they 
could be used to prepare the first relativistic collisionless shocks experiments in the laboratory using 
ultra high intensity laser systems like Apollon or ELI. The study of the development of relativistic 
collisionless shocks is crucial to test specific astrophysical scenarios (for instance for Gamma Ray 
Bursts models and particle acceleration models in Supernova Remnants). 
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THE HELMHOLTZ BEAMLINE LASER PROJECT  
AT THE FACILITY FOR ANTI-PROTON AND ION RESEARCH (FAIR) 

Th. Kuehl 
GSI-Helmhotzzentrum Darmstadt, Germany 

The international accelerator Facility for Anti-Proton and Ion Research (FAIR) currently under 
construction at the GSI heavy ion accelerator laboratory in Darmstadt, Germany, will enable an 
unprecedented variety of experiments. Thereby physicists from all around the world will be able to 
gain new insights into the structure of matter and the evolution of the universe from the Big Bang to 
the present.  

Besides nuclear and particle physics, plasma physics will be one main „pillar“ of the scientific 
program of this installation. For this part of the project, lasers are proposed for diagnostics of heavy-
ion prepared plasma states, and for the preparation of interaction targets for the accelerator beam. The 
proposed Helmholtz Beamline will add a state-of-the-art high-energy petawatt laser to FAIR aiming at 
combined laser-ion experiments. The foreseen location of the laser facility enables laser-ions 
experiments in two experimental areas of the accelerator. 

 

 
Fig. 1. View of the location of the high power laser installation in planning for FAIR. The laser 
is supposed to support Plasma Physics and material Science experiments in the APPA target 
hall and ultra-high intensity interaction in the High-Energy Storage Ring HESR. 
The experiments require a pulse energy above 1 kJ and an option to provide pulses above 1 PW 

First, a high-energy cave, where ion beams of the highest-brilliance will turn samples into uniform 
macroscopic warm dense matter relevant to planetary science, will be coupled to the laser building. 
This fully radiation shielded environment enables multi-beam experiment setups, where the laser can 
be used, for instance, as a backlighter. Laser experiments are also proposed to use the High-Energy 
Storage Ring (HESR), that enables storing all elements, including short-lived isotopes with any 
ionization level at relativistic velocities. This ring will be equipped with a dedicated target station 
allowing for high-field experiments on exotic ions moving at highly relativistic velocities. 

After a brief description of the project, the talk will focus on the technical bottlenecks and 
challenges of the project. In particular, some preliminary work done at the PHELIX laser facility in 
Darmstadt, Germany will be presented to illustrate the issues and propose some solutions. 
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CLIMATE NETWORKS AND EXTREME EVENTS 

J. Kurths 
Potsdam Institute for Climate Impact Research & Humboldt University,  

Berlin & King´s College, University of Aberdeen, UK 

We analyse some climate dynamics from a complex network approach. This leads to an inverse 
problem: Is there a backbone-like structure underlying the climate system? For this we propose a 
method to reconstruct and analyze a complex network from data generated by a spatio-temporal 
dynamical system. This approach enables us to uncover relations to global circulation patterns in 
oceans and atmosphere. The global scale view on climate networks offers promising new perspectives 
for detecting dynamical structures based on nonlinear physical processes in the climate system. 
Moreover, we evaluate different regional climate models from this aspect. 

This concept is also applied to Monsoon data in order to characterize the regional occurrence of 
extreme rain events and its impact on predictability. Changing climatic conditions have led to a 
significant increase in magnitude and frequency of spatially extensive extreme rainfall events in the 
eastern Central Andes of South America. These events impose substantial natural hazards for 
population, economy, and ecology by floods and landslides. For example, heavy floods in Bolivia in 
early 2007 affected more than 133.000 households and produced estimated costs of 443 Mio. USD. 

Here, we develop a general framework to predict extreme events by combining a non-linear 
synchronization technique with complex networks. We apply our method to real-time satellite-derived 
rainfall data and are able to predict a large amount of extreme rainfall events. Alongside with the 
societal benefits of predicting natural hazards associated with extreme rainfall, our study reveals a 
linkage between polar and subtropical regimes as responsible mechanism: Extreme rainfall in the 
eastern Central Andes is caused by the interplay of northward migrating frontal systems and a low-
level wind channel from the western Amazon to the subtropics, providing additional moisture. Frontal 
systems from the Antarctic thus play a key role for sub-seasonal variability of the South American 
Monsoon System. 
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Abstract. In this work we study the fertilization of sea urchins by focusing on a biochemical signaling 
pathway of calcium concentration [Ca2+], oscillations within the spermatozoa flagella, triggered by chemicals 
surrounding the egg, and known to control their swimming to the egg (chemotaxis). We study the discrete 
dynamics of a logical regulatory network model representing the pathway. With our model we predict behaviors 
that are corroborated by new experiments and that contribute to a better understanding of chemotaxis, membrane 
electrophysiology, drug operation and issues related to the development of a male contraceptive.  

Complex phenomena, systems biology approach 

Fertilization is one of the fundamental processes of living systems. It is a multifactorial complex 
phenomenon with several levels of description ranging from chemical diffusion, biochemical reactions 
and signaling pathways, molecular motors, wave propagation to hydrodynamics. Though here we 
focus on the biochemical signaling pathway level, in particular of [Ca2+] in the flagellum, our findings 
are relevant at all other levels. Sea urchin spermatozoa swim describing cycles in a medium with 
chemical gradients originating at the egg position, the relation between the oscillatory space 
exploration process and the oscillatory biochemical fluctuations is determinant for the occurrence of 
chemotaxis, phase locking and synchronization come into play, and timing considerations are crucial. 
Many of our results are related to characteristic relaxation times, transient times, oscillation periods 
and so forth. For their determination, the study of properties emergent from the whole interacting 
biochemical network is necessary, and complex systems network research tools come into hand. It is 
important to stress that our work not only follows this systems biology approach, but it is also 
intimately related to experimental determinations undertaken within our research group. 

Modeling 

The logical regulatory network for the flagellum [Ca2+] signaling pathway [1] mentioned in the 
abstract is based on Fig. 1.  

The network consists of a set of N discrete variables {σ1 , σ2, . . . , σn}, each representing the state 
of a node, which take discrete values according to the figure caption. The time evolution of the state of 
each node σn given by 

 

, 
 

where Fn is a regulatory function, takes into account the activating/inhibiting nature of the regulators 
and nk is the number of nodes linked to σn. These regulatory functions are a type of truth table as 
shown in figure 1 and are based on extensive biological knowledge, mainly of an electrophysiological 
nature, available to us in the literature and in our own laboratory. For the [Ca2+] node the regulatory 
table required 432 rows. The complete set of regulatory functions can be found in http://www.fis.unam. 
mx/research/seaurchin/discrete, as well as an interactive network evolution applet. 

Results 

With the dynamics of the above equation the effect of blocking or perturbing network elements 
(e.g., membrane channels) either individually or multiply can be explored [1, 2]. As a consequence we 
induced changes in the timing properties mentioned before affecting the spermatozoon motility, 
corroborated experimentaly. Together with statistical studies, correlation and Fourier analysis, the 
action of several drugs that block membrane channels was explored, leading to experimental 
determinations some related to chemotaxis and in cases relevant to the search of a male contraceptive. 
Also, argumentation for the presence and relevance of membrane channels not being considered 
before in the signaling pathway was advanced, setting clues for physiological experimentation [3]. 
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In the general context of complex network dynamics, stability, redundancy and modularity issues 
were also addressed. The finding that the discrete network dynamics operates at criticality, where 
robustness and evolvability coexist is a matter for reflection. These global network considerations also 
appear to be of a physiological relevance [4]. We have also implemented semi-continuous and 
continuous formalisms for the dynamics, as well as a space-time proposal. 

 

 

Fig. 1. A) Upper part: Schematic representaion of the components (ions, channels, molecules) of the 
signaling pathway triggered by speract in the sperm flagellum. Arrows traversing the membrane show ion 
fluxes. Arrows within the cell are indicative of causal relations. A) Bottom part: Signaling pathway 
operation diagram, black arrows correspond to activation, red lines to deactivation and yellow arrows can 
be activating or inhibitory depending on the relative state of the pathway elements being interconnected. 
Once speract binds to its receptor, several feedback loops are triggered according to the nature of the links 
involved. The concatenation of these loops leads to oscillatory stages of the whole pathway. The color 
code identifies the corresponding upper and lower part components. B) Network model of the signaling 
pathway. The network can be envisaged as a circuit where each node represents an element of the 
pathway and links, either in the form of arrows or lines, corresponding to connections determined in the 
bottom part of (A). The activating or inhibitory nature of the yellow lines depends on the value of voltage 
(V). Yellow nodes represent binary nodes (0, 1), and the four brown nodes are ternary nodes that can take 
values 0, 1 and 2. Changes in the node state are determined by the connected nodes, by means of a 
regulatory function (or truth table). As an illustration see the cGMP case at the bottom left of (B). 
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LIGHTNING: SOME NEW INSIGHTS 
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Abstract. An overview of recent progress in studying the physics of cloud-to-ground lightning is given, 
including its initiation, propagation, and attachment to ground. Lightning electromagnetic pulse interaction with 
the ionosphere and production of energetic radiation (x-rays and gamma radiation) by lightning are considered. 
Some topics are outlined below. 

Lightning leader stepping mechanism. Biagi et al. (2010), using a high-speed video camera 
(4.17-us frame integration time), imaged the bottom 150 m of a downward negative, dart‐stepped 
leader in a rocket‐and‐wire triggered flash. They observed vertically-elongated luminous 
formations, 1 to 4 m in length, that were separated by dark gaps, 1 to 10 m in length, from the bottom 
of the downward‐extending leader channel. These formations were similar to the space stems or 
space leaders that have been imaged in long negative laboratory sparks. Wang et al. (1999b), using a 
high-speed (100-ns sampling interval) digital optical imaging system (ALPS), reported observations of 
luminosity waves that originated at newly formed leader steps in a dart‐stepped leader and 
propagated toward the cloud. The spatial resolution of ALPS was about 30 m. 

Lightning attachment process. Wang et al. (1999a) reported the first optical image of upward 
connecting leader in rocket-triggered lightning. Two dart-leader/return-stroke sequences, 
simultaneously recorded by the ALPS and by the electric field and current measuring systems, have 
been used for studying the lightning attachment process. The spatial resolution of ALPS was about  
3.6 m. For one of the events the length of the upward connecting leader was estimated to be 7 to 11 m. 
The upward connecting leader was characterized by a light intensity about one order of magnitude 
lower than that of the corresponding downward leader and by a duration of several hundreds of 
nanoseconds. The following return stroke started at the junction point of the downward and upward 
leaders and then traveled in both upward and downward directions. Biagi et al. (2009), using high-
speed video cameras (20-us frame integration time), recorded upward connecting leaders, ranging 
from 9 to 22 m in length, in eight strokes of a single rocket-triggered lightning flash. 

X-rays produced by first and subsequent strokes in natural lightning. All types of negative leaders 
produce x-ray emissions with individual photon energies typically ranging from 30 to 250 keV (the 
latter being about twice the energy of a chest x-ray), although occasionally photons in the MeV range 
were observed. These emissions are associated with the descending leader tip and with the ground 
attachment process. It is likely that x-ray emissions from cloud-to-ground lightning leaders are 
associated with the so-called cold runaway (also known as thermal runaway) breakdown, in which 
very strong electric fields (>30 MV/m) cause the high-energy tail of the bulk free electron population 
to grow, allowing some electrons to runaway to high energies. Such very high fields may be present at 
streamer heads or leader tips. Mallick et al. (2012) reported that for 23 (8 first and 15 subsequent) 
strokes within 2 km of their observation site, the occurrence of detectable x-rays was 88 % and 47 % 
for first and subsequent strokes, respectively. Subsequent strokes were often more prolific producers 
of detectable x-rays than their corresponding first strokes. For first leaders, the maximum estimated x-
ray source height did not exceed 800 m, whereas for subsequent leaders the source height distribution 
appeared to extend to as high as about 3.6 km. From non-detection of x-rays in association with some 
leaders within a flash and with some steps within the same leader, they inferred that the runaway 
breakdown was not a necessary feature of lightning leaders. 
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Abstract. Time delayed coupling or feedback can be used to control the dynamics of complex networks. We 
study synchronization in delay-coupled oscillator networks, using a master stability function approach, and show 
that for large coupling delays synchronizability relates in a simple way to the spectral properties of the network 
topology, allowing for a universal classification. As illustrative examples we consider synchronization and 
desynchronization transitions in neural networks, in particular small-world networks with excitatory and 
inhibitory couplings, chimera states, and group and cluster synchronization. We show that adaptive algorithms of 
time-delayed feedback control can be used to find appropriate value of the control parameters, and one can even 
self-adaptively adjust the network topology to realize a desired cluster state.  

Time delays arise naturally in many complex systems, for instance in neural networks or coupled 
lasers, as delayed coupling or delayed feedback due to finite signal transmission and processing times. 
Such time delays can either induce instabilities, multistability, and complex bifurcations, or suppress 
instabilities and stabilize unstable states. Thus, they can be used to control the dynamics [1, 2]. We 
study synchronization in delay-coupled oscillator networks, using a master stability function approach, 
and show that for large coupling delays synchronizability relates in a simple way to the spectral 
properties of the network topology, allowing for a universal classification [3]. As illustrative examples 
we consider synchronization and desynchronization transitions in neural networks, in particular small-
world networks with excitatory and inhibitory couplings [4, 5], partial synchronization and chimera 
states [6, 7], and group and cluster synchronization in coupled chaotic lasers [8] and optoelectronic 
oscillators [9]. We show that adaptive algorithms of time-delayed feedback control can be used to find 
appropriate values of the control parameters [10], and one can even self-adaptively adjust the network 
topology to realize a desired cluster state.  

An intriguing problem is the interplay of the local dynamics of the nodes with the topology of the 
net-work, which may have a complex structure like random, small-world, or scale-free. The master 
stability function is a powerful approach to the stability of synchronization in networks: It splits the 
linear stability problem into a local dynamical part (characterized by the largest Lyapunov exponent as 
a function of a complex parameter, i.e., the master stability function) and a topological part 
(determined by the eigenvalues of the coupling matrix). The synchronous state is stable if the master 
stability function is negative at all transverse eigenvalues. This approach has been generalized to 
include delay [3], and extended to the more general form of group synchronization, where the local 
dynamics on each node within a group is the same, but different for nodes in different groups. We 
have developed a general framework [8] for the characterization of the stability of different patterns of 
synchronized dynamics in networks with multiple delay times, multiple coupling functions, but also 
with multiple kinds of local dynamics in the network nodes. We found that the master stability 
function shows a discrete rotational symmetry depending on the number of groups, and illustrated our 
results for the example of delay-coupled semiconductor lasers and for a model for neuronal spiking 
dynamics. In collaboration with the group of R. Roy (University of Maryland, USA) we applied these 
results to a system of chaotic optoelectronic oscillators [9], and experimentally demonstrated group 
synchrony in a network of four nonlinear optoelectronic oscillators with time-delayed coupling.  

The effect of the balance of excitatory and inhibitory couplings on synchronization in complex 
neuronal networks is also a topic of our investigations. Transitions between synchronization and 
desynchronization in networks of delay-coupled elements are studied for excitable dynamics of type I 
(i.e., near a saddle-node infinite period (SNIPER) bifurcation, where a saddle point and a stable node 
with heteroclinic connections collide and annihilate such that a limit cycle with finite amplitude and 
zero frequency is born.) [5], and type II (i.e., near a Hopf bifurcation) [4]. On the basis of the master 
stability function formalism, we demonstrate for the FitzHugh-Nagumo model (type II) that syn-
chronization is always stable for excitatory (attractive) coupling independently of the delay and 
coupling strength [4]. Superimposing inhibitory (repulsive) links randomly on top of a regular ring of 
excitatory coupling, which creates a small-world-like network topology, we find a phase transition to 
desynchronization as the probability of inhibitory links exceeded a critical value. Compared to random 



28 

networks, we find that small-world topologies are more susceptible to desynchronization via 
inhibition. Using a generic model for type-I excitability [5], we investigate the stability of the zero-lag 
synchronized dynamics of the network nodes and its dependence on the coupling strength and delay 
time. Unlike in the FitzHugh-Nagumo model (type-II excitability), we find parameter ranges where 
the stability of synchronization depends on the coupling strength and delay time, with the important 
implication that there exist complex networks for which adding inhibitory links in a small-world 
fashion may not only lead to a loss of stable synchronization, but may also re-stabilize synchronization 
or introduce multiple transitions between synchronization and desynchronization.  

An important goal with respect to the design of novel concepts of control is the combination of 
time-delayed feedback control with methods from the classical theory of adaptive control and 
optimization, which is particularly useful in case of unknown or drifting parameters. In cooperation 
with the group of A.L. Fradkov of St. Petersburg State University, Russia, we derived an adaptive 
control algorithm for cluster synchronization in delay-coupled networks of Stuart-Landau oscillators 
based on the speed-gradient method minimizing some cost function [10]. Following this procedure, 
the control parameters are no longer kept constant, but become time-dependent. Thus, one has to 
consider additional differential equations for the automatic tuning of these parameters. We propose 
cost functions based on a generalized Kuramoto order parameter, and demonstrate that the speed-
gradient method allows one to find appropriate coupling phases, coupling strengths, and delay times, 
with which a desired state of synchrony, e.g., in-phase oscillation, splay, or various cluster states, can 
be selected from an otherwise multistable regime. 
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Abstract. Estimation of the state of the atmospheric or oceanic flow, as well as of the associated 
uncertainty, is crucial for many applications. We present and discuss the methods that are used at present for 
assimilation of observations, in which an appropriate description of the propagation of uncertainty in the 
dynamical evolution of the flow is absolutely necessary. Similar questions arise in the context of the prediction 
of the future state of the flow. Emphasis is put on the Bayesian character (or otherwise) of the methods, and on 
their possible limitations. 

Uncertainty is ubiquitous in science and technology, and often needs to be accurately quantified. 
This is particularly true of geophysical systems such as the atmosphere or the ocean. In view of the 
very broad spectrum of spatial and temporal scales over which they evolve, both systems are very 
difficult (and costly) to observe. They are in addition nonlinear, and actually chaotic, making it 
particularly difficult to predict their future evolution. 

Assimilation of observations 

Assimilation of observations, which originated from the need to define initial conditions to 
numerical weather predictions, is the process by which observations of the atmospheric or oceanic 
flow are combined together with a numerical model of the dynamics of the flow. The numerical 
dimension of the problem (the state vector of a model for numerical weather prediction can 
have dimension as large as 109), together with the complexity of the underlying dynamics (not to 
mention the need for the forecast to be ready in time…), make assimilation a particularly challenging 
problem. 

In view of the significant uncertainty affecting both the observations and our knowledge of the 
underlying dynamics, assimilation of observations is best expressed as a problem in Bayesian 
estimation. Namely, determine the probability distribution for the state of the system under 
observation, conditioned to the available information. The main difficulty is actually to describe in a 
practically useful way the evolution of the uncertainty on the state of the system. The main two present 
types of assimilation algorithms, Variational Assimilation (VA) on the one hand, and Ensemble 
Kalman Filter (EnKF) on the other, are both empirical extensions, to weakly nonlinear situations, of 
Best Linear Unbiased Estimation (BLUE), which achieves Bayesian estimation in linear and Gaussian 
cases. Variational Assimilation globally adjusts a model solution to observations distributed over a 
period of time. Ensemble Kalman Filter evolves in time an ensemble of estimates of the system state, 
meant to span at any time the uncertainty of the state of the flow. It updates those estimates, following 
a basically Gaussian scheme, as new observations become available.  

Particle Filters, like EnKF, evolve an ensemble of state estimates, but use an exactly Bayesian 
updating scheme. However, their cost has so far been too high for use for large dimension systems. 
Their performance and possible future evolution are discussed. 

Assimilation is closely linked to the instabilities in the observed system, and essentially consists in 
a sense in monitoring and controlling those instabilities. The links between assimilation and 
instabilities are discussed, and two specific algorithmic procedures are presented in this context: 
Quasi-Static Variational Assimilation (QSVA) and Assimilation in the Unstable Subspace (AUS). 

Ensemble Kalman Filter and Particle Filters, which both produce an ensemble of estimates of the 
system state, are explicitly probabilistic. Results are presented of the performance of an ensemble 
probabilistic form of Variational Assimilation. 

Prediction 

Similar questions arise in the context of prediction. Ensemble methods have been developed for 
Numerical Weather Prediction. These methods are discussed, and their performance described. They 
have led to significant progress, in particular as to the confidence that can be granted to numerical 
forecasts. 
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Probabiistic Estimation 

Objective evaluation of the performance of probabilistic evaluation systems is discussed as a 
question in itself. The two properties that make the quality of such systems are reliability and 
resolution. The former is statistical consistency between predicted probabilities and observed 
frequencies of occurrence. The latter is the capacity of a priori distinguishing between different 
occurrences. A number of objective scores measure the degree to which a probabilistic estimation 
system possesses those two properties. In the case of atmospheric applications, scores saturate for 
ensemble dimension in the range of a few tens. This is shown to result from the fact that the validation 
sample in such applications will always in some sense be very small, thus imposing strong limits as to 
what can be expected from probabilistic estimation methods.   
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Abstract. The dynamics of an electron in a strong laser field can be significantly altered by radiation 
reaction (RR) effects. Here the features and the implications of RR effects in the classical limit are discussed. In 
particular, the influence of RR effects on laser-driven ion acceleration in the radiation pressure acceleration 
regime is examined. In addition, a novel route to the control of the electron dynamics via the nonlinear interplay 
between the Lorentz and RR forces is presented. 

Introduction 

Next-generation 10-PW optical laser systems are expected to achieve intensities beyond 
1023 W/cm2 [1, 2], and laser pulses with power beyond 100-PW and intensity up to 1025 W/cm2 are 
envisaged at the Extreme Light Infrastructure (ELI) [3] and at the eXawatt Center for Extreme Light 
Studies (XCELS) [4]. At such ultrahigh intensities, an electron becomes relativistic in a fraction of the 
laser period and its dynamics is dominated by radiation reaction (RR) effects, i.e., by the back reaction 
on the electron's motion of the radiation emitted by the electron itself while being accelerated by the 
laser field [2]. Hence, a deep understanding of RR effects is crucial for the design and the 
interpretation of future laser-matter experiments in the ultrarelativistic regime. 

In the first part of the talk the main features of RR effects and their description in terms of a RR 
force are briefly discussed. In particular, it is stressed that the presence of the RR force leads to a 
qualitatively different collective plasma dynamics, which is accounted for by a generalized Vlasov 
equation [5]. Some new effects induced by the RR force such as the contraction of the electron phase 
space [5], the formation of attractors [6] , the noticeable enhancement in the growth rate of parametric 
instabilities [7] , and  RR induced electron trapping [8] are mentioned. 

RR effects on radiation pressure acceleration 

In the second part of the talk, RR effects on ion acceleration in superintense laser foil interaction 
are examined. On the one hand, no significant RR effect is present for circularly polarized laser pulses 
whenever the laser pulse breaks through the foil [9, 10]. On the other hand, the RR force strongly 
affects the dynamics for a linearly polarized laser pulse, reducing the maximum ion energy and also 
the width of the spectrum [9, 10]. This is explained by the strong longitudinal motion driven by the 
oscillating component of the J×B force, which noticeably increases the penetration of the laser pulse 
inside the plasma [9], and is suppressed for a circularly polarized laser pulse. However, in the 
relativistic nonlinear transparency regime, RR effects become important both for linearly and 
circularly polarized laser pulse and enhance the ion energy gain [9–11].  

Novel perspectives: electron dynamics control via self-interaction 

To date, the research has focused on revealing RR effects and understanding their fundamental 
features rather than exploiting them in a possibly beneficial and controlled way. In the third part of the 
talk we show that RR effects can even provide a route to the control of the electron dynamics via the 
nonlinear interplay between the Lorentz and RR forces. This is achieved in a setup where an 
ultrarelativistic electron is exposed to a strong either few-cycle [12] or bichromatic laser pulse. Our 
exact analytical calculations for a plane-wave pulse and our more realistic numerical simulations for a 
focused laser pulse show that, already at the intensities achievable with state-of-the-art laser systems, 
an ultrarelativistic electron colliding head-on with a bichromatic laser pulse can be deflected in an 
ultrafast and controlled way within a cone of about 8° aperture independently of the initial electron 
energy [13]. At still higher intensities, the interplay between the RR and the Lorentz force can even 
overcome the radiation losses themselves, resulting in a RR assisted electron acceleration instead of 
damping [13]. 
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1. Introduction 

Until today, the major scaling technique to generate high output is an aperture scaling because the 
output power is limited by the damage threshold. We need a large aperture amplifier for high power 
output. LLNL (Lawrence Livermore National Laboratory) developed 40×40 cm power glass 
amplifiers for NIF (National Ignition Facility) to achieve the ignition of laser fusion. The NIF laser is a 
largest laser system in the human history. A scalable glass laser system was only one possibility to 
generate MJ, EW power output. However, such type of scaling law is not so available any more 
because the new frontiers of science request high peak & high average power all together. We need a 
paradigm shifting technology in laser materials and power scaling technique. Ceramic laser and 
coherent beam combining are the keys to break the bottleneck. 

2. Recent progress of Ceramic Laser 

Among the solid state lasers, a crystalline laser has better spectroscopic, mechanical and physical, 
and thermo-optical properties than a glass laser. The only one disadvantage is the mass production and 
possible cost. Ceramic laser solves most of these problems, because it is a glass-like fabricated 
polycrystalline material. There were many demostrations of high power and high efficiency operation 
in the last 15 years. Today we have several plans to develop 10–100 J ceramic lasers which operate 
more than 10 Hz by LD pumping.  

We organize LCS meetings to stimulate and encourage the ceramic laser technology every year. In 
2013 we had significant progress in ceramic techniques, such as "single crystal quality ceramic" laser by 
not only wet chemical method but also reactive sintering method, "ceramic fiber", "nano-imprinting on the 
ceramic surface", and "solid state single crystal growing (SSCG)" (Fig. 1). We understood SSCG has a big 
potential for our future, because the growing speed of SSCG is as fast as 10 cm/h to m/h. This is quite 
surprising for us, and we need new crystal growing physics in this field. Please remind that most important 
key technology on semiconductor technology is an epitaxial crystal growing technique. Without this 
epitaxial growth, we can not get any high quality semiconductor wafers with high quality. We discuss the 
future of the single crystal growing by SSCG method in the paper. 

 

 
Fig. 1. Solid State Crystal Growing 

3. Cooling efficiency to flat temperature profile 

How to develop a thermal-lens-free solid state laser? This is a big issue because the cooling 
mechanism of a solid state laser is thermal conduction. The calculation of the temperature profile of an 
end-cooled rod (disk) was carried out as a function of aspect ratio (L/D). The temperature profiles of 
end-cooled disk/rod under the center-half pumping are shown in Fig. 2. We calculated the integrated 
thermal lens effect along the rod axis under the constant deposited energy as shown in Fig. 3. The 
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thermal-lens-decay curves are linear (slope = 2) in log-log plot for the thin disk regime (L/D < 0.1) 
and are saturated at 10 ms for the rod regime (L/D > 1). These are analyzed as a cooling dominant case 
and a thermal diffusion dominant case. The cooling time constant for 1/10 decay is T1/10 = kL2 for thin 
disk lasers and the lateral diffusion time constant for 1 cm rod is 10 ms. L2 property is a result of high 
thermal gradient, that is a product of deposition density and thickness. 

 

 
 

Fig. 2. Cooling profiles of end-cooled rod/disk lasers Fig. 3. Decay time of thermal lens vs aspect ratio 

4. HDD laser for high efficiency cooling 

What is the most efficient cooling technique in the laser history? It should be exhaustion 
technique. High speed flow in gas and liquid lasers is an efficient way to remove heat from lasing 
volume. Fast flow gas laser systems were developed for industrial applications and even for IFE driver 
ELECTRA, NRL. For the next generation beam combining technique, smaller is always better in 
wavefront distortion. How about the moving solid state lasers? The high density solid material means 
the large heat capacity. It is a big advantage for moving solid state lasers. From our calculation the 
heat removal power is more than 1600 times larger than KrF gas laser as shown in Fig. 4. When the 
major cooling mechanism is collisional gas cooling from the surface, the solid state laser has no 
optical distortion. The possibility of high speed moving solid state gain medium should be considered 
seriously again. 

 
Fig. 4. Cooling power: solid state laser vs gas laser 

There have been proposals on the moving solid state lasers, moving slab, rotary tube and rotary 
disk. For the stable operation the rotary disk regime should be better than the others because the 
driving power is smaller and technical matching to the LD pumping is good. 

A hard disk drive (HDD) shown in Fig. 5 is widely used in PC technology and video players. 
Typical HDD has four platters with 3.5 inches in diameter. A HDD of less than $50 can be converted 
to the rotary thin disk amplifier with four transmission-type thin disks. The rotating speed is 7200 rpm, 
it means 120 Hz by only 2.4 W power dissipation. The thickness of ceramic disk platter in the typical 
HDD is 0.63 mm. This corresponds to the optimum thickness of thin disk laser in the transmission 
geometry. The cooling power scaling is dependent on the ratio of cooling area to heating area as 
shown in Fig. 6. According to the cooling scaling for 5 mm pumping area, the cooling power is 1600 
times larger than the static thin disk scheme. More than 1600-times larger cooling power is powerful 
enough to develop thermal-lens-free ceramic lasers. In addition, a transmission optics is always better 
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from the point of wavefront distortion. This is another fundamental advantage of high speed rotary 
disk amplifier. 

When we use transmitting rotating thin disk amplifiers, the amplifier system looks like in Fig. 5. 
A high speed rotary transmission thin disk is a possible future for us to realize thermal-lens-free and 
scalable solid state lasers for coherent beam combining technology.     

 

 
 

Fig. 5. High speed rotary disks in HDD Fig. 6. Cooling enhancement in rotary disk geometry 

5. Summary 

For the next generation of solid state laser technology, we proposed several key ideas, ultra-low 
loss ceramic fabrication, solid state single crystal growth, end-cooled rod/disk geometry for flat 
temperature profile, high speed rotary disk using HDD technology. We need much more effort to 
develop robust and mass productive module for the thermal-lens-free solid state laser unit for coherent 
beam combination. 
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Abstract. We study the stability of generalized synchronization by obtaining an approximate master stabili-
ty function (MSF) in a network of coupled nearly identical dynamical systems. We show that in the star network 
of coupled Rössler systems, the critical size beyond which synchronization is unstable can be increased by hav-
ing a larger frequency for the central node. For the ring network, the critical size is not significantly affected. 
Next we use the MSF to construct optimized networks which show better synchronizability. Optimized network 
shows interesting structural properties, e.g. in the optimized network, nodes with higher frequencies, have higher 
degrees and are chosen as hubs. 

Master stability function for nearly identical oscillators  

An important tool for the study of stability of complete synchronization of coupled identical oscil-
lators is the master stability function (MSF), introduced by Pecora and Carroll [1]. In practical world, 
most of the interacting dynamical systems are nonidentical in nature and instead of complete synchroni-
zation they show generalized synchronization, i.e. a functional relationship between the variables. Thus, 
to better understand synchronization processes of natural systems we construct a master stability function 
for generalized synchronization [2]. 

Consider a network of N coupled nearly identical chaotic oscillators with dynamics 

( ) ( )
1

, , 1, ,
N

i i i ij j
j

x f x r h x i N
=

= + ε =∑
g ,     (1) 

where mx R∈  is m dimensional state variable and , m mf : R R→g  define the dynamics of the isolated 
oscillator and their coupling, ε  is scalar coupling strength, G is coupling matrix. ir  is some parameter 
of the dynamics that depends on oscillator i and we call it a node dependent parameter (NDP). Master 
stability equation for this system is given by [2] 

[ ]x x r r xD f D h D D fη = + α + ν η .     (2) 

We call α  a network parameter and rν  a mismatch parameter. 
The master stability function (MSF) is defined as the largest Lyapunov exponent calculated from 

Eq. (2). For a given network, we determine the eigenvalues and eigenvectors , , 1, ,i i i Nγ φ =   of the 
coupling matrix G arranged in decreasing order. Next we determine T

i Rν = φ φ , where 

1( , , )NR diag r r= δ δ . If the MSF is negative for all iα = εγ  and , 2, ,r i i Nν = ν =  , i.e. the trans-
verse components, then the synchronization is stable. 

We consider an example of x–coupled nearly identical Rössler oscillators  

( ) ( ), , , , ( )N
i i i i i i ij j i i i i ij

x y z y z x x ay b z x c= −ω − + ε ω + + −∑   g , 

where the frequency parameter ω is the NDP. The MSF for nearly identical Rössler oscillators is 
shown in Fig. 1(a). From Fig. 1(a) we can see that the negative region of the MSF increases as the 
mismatch parameter ων  increases. 

Size instability 

By size instability one refers to a critical number of oscillators that can be coupled in a well struc-
tured network to obtain synchronization and beyond this critical number no stable synchronization can 
be seen. 

For a star network of x–coupled identical Rössler oscillators, we have Nc = 32. For nearly identical 
oscillators, if one chooses the frequency of the central node to be 1.05 and the average frequency 1.0, 
then Nc = 35. Thus, we see that the non-identical nature of the oscillators can be put to good use by 
judicious choice of the frequencies for different nodes to increase Nc. 
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Fig. 1. (a) The color map of the MSF for coupled nearly identical Rössler systems with the frequency ωi 

as the NDP is shown on the α–νω  plane. Here, we take the coupling matrix to be symmetric so that α and 
νω are real. The zero values of the MSF are shown by two curves. We can see that the stability of MSF 
increases as νω increases. The other Rössler parameters are a = b = 0.2; c = 7.0. (b) The degree k of the 
nodes of the initial network (blue squares) and optimized network (red circles) are plotted as a function of 
the NDP ω for 32 coupled Rössler oscillators. The nodes with higher ω value have higher degree. (c) The 
degree distribution P(k) of the initial network (blue dotted line) and the optimal network (red solid line) 
are shown as a function of k. For the degree distribution of optimal network a very small peak at higher 
degree value is seen. These results are averaged over 100 runs. 

In a ring network, for x–coupled identical Rössler oscillators Nc = 17. For nearly identical oscilla-
tors, Nc does not change significantly.  

Synchronization optimized networks 

Now, we address the problem of constructing optimized networks with better synchronizability for 
coupled nearly identical oscillators. Let lε be the range of ε values for which synchronization is stable. 
By better synchronizability we mean that lε is maximum for the optimal networks. We start with 
a random network of N number of nodes, M number of edges and carry out the optimisation using Me-
tropolis algorithm and by rewiring the network with N and M fixed. 

Figure 1(b) and (c) compares the degree distribution of the random and optimised networks. We 
see that in the optimised network, the degree of nodes with larger frequency is larger compared to oth-
er nodes. We have investigated several other structural properties of optimised networks. In the opti-
mised network compared to random network, some important results are as follows. (i) The nodes 
with larger frequency have larger degree, i.e. these nodes act as hubs. (ii) The edges are preferably 
between nodes which have large frequency differences. (iii) There is an overall increase in the cluster-
ing coefficients with the increase being smaller for nodes with larger and smaller frequencies. (iv) The 
betweenness centrality of nodes with larger frequencies is larger. (v) The closeness centrality of nodes 
with larger frequencies is larger. (vi) The optimized network is disassortative. 

To conclude, we have investigated the stability of synchronization of nearly identical oscillators. 
The nearly identical nature can be judiciously used to increase the critical size of the network in size 
instability. We construct optimised networks with better synchronizability. We find that the non-
identical nature of the oscillators has an important bearing on the structural properties of optimised 
networks. 
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POINCARÉ RECURRENCES IN THE STROBOSCOPIC SECTION  
OF A NONAUTONOMOUS VAN DER POL OSCILLATOR 

N.I. Semenova and V.S. Anishchenko  
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Abstract. In the present work we analyze the statistics of a set which is obtained by calculating a strobos-
copic section of phase trajectories in a harmonically driven van der Pol oscillator. It is shown that this set is simi-
lar to the linear shift on a circle with an irrational rotation number which is defined as the detuning between the 
external and natural frequencies. The dependence of minimal return times on the size ε of the return interval is 
studied numerically for the golden ratio. Furthermore, it is also found that in this case, the value of the Afraimo-
vich-Pesin dimension is αC = 1. 

In recent years a new approach arises in the classical problem of Poincaré recurrences in Poisson-
stable systems [1–3]. This fact is related to the problem of statistics of recurrences in a whole set of 
phase trajectories of a system (the global approach) [4, 5]. In the present work we analyze the shifts on 
the circle with irrational rotation numbers ρ in the global approach: 

.2  ,2 mod  ,1 πρπ =∆∆+=+ nn xx                                                   (1) 

The set {xn, mod 2π} produced by the map (1) exemplifies a simple minimal set with irrational ρ. 
The recurrence theory has been developed for this set [5] and the following results are used in this 
work. The irrational rotation number ρ in (1) can be approximated by the ratio of two integers mi and 
ni (i=1,2,…). In this case the rate of rational approximations for i→∞ is defined by the measure of ir-
rationality μ 

.µρ
n
C

n
m

<−                                                                   (2) 

It has been proven in [5] that for the circle map (1) 

1.d  ,1  ),(/ln~)(ln inf =<<− ερνεετ d                                             (3) 

Here ‹τinf(ε)› is a mean minimal return time which is defined by covering the whole set of (1) with 
elements ε. ν(ρ) is the maximal rate of Diophantine approximations of an irrational number ρ over all 
possible pairs of m and n in (2), d is a fractal dimension of the set which is equal to unity for (1). It has 
been proved in [4, 5] that in the general case for ergodic sets with zero topological entropy, the follow-
ing expression is valid: 

,1   ,/ln ~)(ln inf <<− εαεετ Cd                                            (4) 

where αC is the Afraimovich-Pesin dimension. When (3) is compared with (4), it is apparent that 
αC = ν(ρ) for the shifts on the circle (1). In this case the AP dimension coincides with the rate ν(ρ) of 
Diophantine approximations. Since ν(ρ) = μ – 1 for Diophantine approximations, we have αC  = 1 [4]. 

The theoretical results for the circle map (1) have been confirmed numerically in [6]. The univer-
sal dependence τinf(ε), the so-called “Fibonacci stairs”, has been obtained for this system. 
This dependence is depicted in Fig. 1,a for ρ = (51/2 – 1)/2 which is often called the golden ratio. The 
Fibonacci stairs has several properties, which are as follows. 

1. When ε decreases, the sequence of τinf (ε) strictly corresponds to the basic Fibonacci series (Fig. 1, a). 
2. When ε changes within any stairs step, three return times τ1<τ2< τ3 exist and τ3= τ1+ τ2, and τ1= τinf. 
3. Lengths and heights of the stairs in Fig. 1,a are defined by the rotation number, i.e., Δ= –ln ρ. 
 
We consider a nonautonomous van der Pol oscillator which is described by the system of equa-

tions: 





Ω+−−=
=

,sin)1(
                                        ,

2
0

2 tAxyxy
yx

ωα

                                               (5) 

where α>0 is the excitation parameter, ω0 is the basic frequency of the self-sustained oscillations, A 
and Ω are the amplitude and the frequency of the external force. The set which we are interested in can 
be formed by using the polar coordinate system in (5). Doing this we can turn from (5) to the set of 
equations for the amplitude and phase: 
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where a and ψ are the amplitude and phase of the van der Pol oscillator (5) in the polar system of 
coordinates, Θ is the phase of the external force (Θ = Ωt).  
 

 
Fig. 1 

We now consider a stroboscopic section by calculating a and ψ  through the period of the external 
force T = 2π/Ω. The phase of each subsequent point is changed following the law (1). The set of points 
in the stroboscopic section of the system (6) is similar to the circle map with a = 2 = const.  

The rotation number ρ is the mean increment of the angle over one iteration of the map with respect 
to the total angle. The dependence of the rotation number on Ω for the fixed parameters α = 0.1, ω0 = 1 
and A = 0.1 conforms to the dependence ρ = ω0/Ω.  

We are interested in the case of the golden ratio (ρ = 0.5(51/2 – 1)) which agrees with the external 
force frequency Ω = 1.61637276. Let us calculate the dependence ‹τinf(ε)› in the stroboscopic section 
of the system (6) for ω0 = 1 and Ω = 1.61637276. The results are shown in Fig. 1,b. In the region of 
relatively large values –2.5 < ln ε < 0 there is a sufficiently good agreement with the universal properties 
which have been established for the linear circle map. The universality of the Fibonacci stairs for the 
numerical data shown in Fig. 1, b is violated in the range of small values ln ε < –2.5. Our calculations 
have shown that as ε decreases, the error of calculation of τinf increases. This is related to the fact that 
the parameters of the differential system (6) are difficult to select so that ρ is equal exactly to the gol-
den ratio. The influence of this accuracy can be estimated numerically by considering the map (1) in 
the presence of Gaussian noise: ),(21 nDxx nn ξ+∆+=+  where D is the intensity of Gaussian noise. 
Taking into account the fact that the dependence in Fig. 1, b is calculated for the rotation number given 
with the accuracy ≈10–8, the noise intensity in (7) is set to be D = 5∙10–7. The calculation results are 
shown in Fig. 1, c. It can be seen that the dependence ln τinf(ε) for the noisy system (Fig. 1, c, curve 1) is 
similar to that shown in Fig. 1, b (Fig 1, c, curve 2). The slope of the experimental data in Fig. 1, b 
over the range of ε variation (–2.5 ≤  lnε < 0) is |k| = 1.02. This means that αC = ν(ρ) = 1 and there is a 
full correspondence between the theoretical results and the numerical data. If we average over the 
whole interval of ε, we will have αC = ν(ρ) = 0.954338. This result is close to the theoretical one with 
the error 4.57 %. The result of averaging of ‹τinf(ε)› is shown in Fig. 1, b by a dashed line. 
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In our work we investigate Poincaré recurrence time statistics [1–3] in a Rössler oscillator. Analy-
sis of the statistics of Poincaré recurrence times to a finite size region has shown that a spiral attractor 
mode of an autonomous system has the return time distribution, which is characterized by a «line 
structure» with clearly visible equidistant maxima. The distance between the peaks is determined by 
the mean oscillation period, and the envelope of this distribution (except an initial distribution seg-
ment) obeys an exponential law. This distribution structure is observed at any attractor point when re-
turn times are studied both in a three-dimensional region and in a two-dimensional area in the  pro-
jection, and does not depend on the size  of the return vicinity. Numerical experiments have corro-
borated the relationship between the mean return time  and the fractal dimension of the attractor, 
which is observed in the limit of small  . It has been shown that to calculate the dimension one needs 
to examine the trajectory returns to a small region in the full phase space but not in a projection of the 
attractor. 

When a system with a spiral attractor is subjected to an external harmonic force, the return time 
distribution in the vicinity of an attractor point either in the space of dynamical variables  or in 
the -plane has the same structure as in the autonomous case. This means that equidistant peaks are 
observed in the distribution and the envelope decays exponentially. However, the external force af-
fects the position of the peaks and thus, the mean time changes. The calculations have shown that for 

an appropriately chosen size of the return vicinity, the dependence of  on the external force 
parameters (for example, external frequency) enables determining the boundaries of the synchroniza-
tion region. A good accuracy in determining the frequency locking boundaries is achieved by selecting 
the return region with a sufficiently large size. When we consider a small return vicinity, we cannot 
define precisely the boundaries of the synchronization region but can diagnose confidently the exis-
tence of the synchronization effect. 
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Abstract. The control of complex networks is of paramount importance in areas as diverse as ecosystem 
management, emergency response, and cell reprogramming. A fundamental property of networks is that pertur-
bations to one node can affect other nodes, potentially causing the entire system to change behavior or fail. Here, 
I will show that it is possible to exploit this same principle to control network behavior. The approach is based 
on exploiting the nonlinear dynamics inherent to real systems, and allows bringing the system to a desired target 
state even when this state is not directly accessible due to constraints that limit the allowed interventions. Appli-
cations show that this framework permits both reprogramming a network to a desired task as well as rescuing 
networks from the brink of failure—which I will illustrate through the mitigation of cascading failures in a pow-
er-grid network and the identification of potential drug targets in a signaling network of human cancer. 

A fundamental property of networks is that initially localized perturbations can propagate in the 
form of a cascade, potentially cause the system as a whole to fail or change behavior. From a dynami-
cal point of view, this is fundamentally a consequence of the nonlinearity inherent to the dynamics of 
most real networks [1]. It is this nonlinearity that permits the coexistence of multiple stable states 
(some desirable, others not), which correspond to different possible modes of operation of a real net-
work. As such, when a network is perturbed, it can spontaneously go to a “bad” state even if there are 
“good” ones available. Here, I will show that this principle can be a blessing in disguise, being ex-
ploited in reverse as a new strategy to control network behavior [2]. In particular, I will show how one 
can perturb a network that is in (or will approach) a “bad” state in such a way that it spontaneously 
evolves to a target state with more desirable properties. 

This research was motivated by recent case studies that have shown how networks damaged by an 
external perturbation can, counter-intuitively, be healed by intentionally applying additional, compen-
satory perturbations. For example, bacterial strains left unable to grow in the wake of genetic muta-
tions can be made viable again by the further knockout of specific genes [3], while extinction cascades 
in ecological networks perturbed by the loss of one species can often be mitigated by the targeted sup-
pression of additional species [4]. However, a systematic extension of such a strategy to general net-
works has remained an open problem, partly due to system-specific constraints that restrict the inter-
ventions that can feasibly be implemented in real networks. As an example, in food-web networks, it 
may only be possible to suppress (but not increase) the populations of certain species (e.g., via hunt-
ing, fishing, culling, or non-lethal removals), while some endangered species can't be manipulated at 
all. Similarly, one can easily knock down one or more genes in a genetic network, but coordinating the 
upregulation of entire genetic pathways is comparatively difficult. Such constraints generally preclude 
bringing the system directly to a given target, or even to a similar state. This is particularly true in the 
common case where the eligible modifications to the network state span a subspace of measure zero in 
the full phase space of the network dynamics, as in the example of an endangered species above. 

The critical insight underlying the solution to this problem is that even when a desired stable “tar-
get” state of a dynamical system cannot be reached directly, there will exist a set of other states that 
eventually do evolve to the target—the so-called basin of attraction of that state. If we could only 
bring the system to one of those states through an eligible perturbation, the system would subsequently 
reach the target on its own, without any further intervention. A core component of this research is thus 
the introduction of a scalable algorithm that can locate basins of attraction in a general dynamical sys-
tem [2] (for a freely-available software implementation of the algorithm, see Ref. [5]). This algorithm 
is based on casting the problem as a series of constrained nonlinear optimization problems, which 
enables systematic construction of compensatory perturbations via small imaginary changes to the 
state of the network.  

Prior to the introduction of this technique there were no systematic, efficient, and general purpose 
methods for locating specific portions of attraction basins in high-dimensional dynamical systems, 
short of conservative estimates and brute-force sampling. The latter requires an amount of computa-
tion time exponential in the number of dynamical variables of the system, which is notoriously large 
for complex networks of interest. In contrast, the running time of our approach scales only as the 
number of variables to the power 2.5. Another remarkable aspect of this approach is its robustness; 
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even if the target state cannot be reached by any eligible perturbation, I will show it may nonetheless 
be possible to drive the network to a similar state using this control procedure. This would not be poss-
ible if the dynamics were linear, since in that case the nonlocal nature of the control trajectories may 
prevent numerical convergence to the desired target even when the initial state is already close to the 
target [6]. Moreover, only nonlinear dynamics allows for the existence of multiple stable behaviors 
observed in real systems. 

There are numerous potential applications for the above control approach. Aside from the possibil-
ity of network reprogramming illustrated in the example above—i.e., driving a system from an unde-
sirable state to a desirable state—the idea of control via compensatory perturbations is a natural 
framework for rescuing networks from impending (or pre-existing) failure. As a stylized example, we 
consider a simple model power system, which can be rescued in real time from desynchronization in-
stabilities in the generators that can be the prelude to large blackouts. This is possible despite con-
straints that forbid the direct modification of certain dynamical variables in the grid. Indeed, the net-
work nonlinearity that is exploited by our control approach is what allows controlling the fate of the 
entire network through perturbations to only a subset of its components. This concept of indirect tar-
geting can be relevant to large-scale failures like traffic jams, genetic diseases, and financial panics, 
which can be caused by abnormal activity in small crucial components (roads, genes, or financial insti-
tutions) that are nonetheless unamenable to direct control. As an example, I will consider the case of 
model food web systems suffering from invasive species, which might be restored to their pristine 
state through control actions on only the native species in the network. This is possible because the 
control approach introduced here takes explicit advantage of the interconnectedness of the network 
vis-a-vis how a given node is ultimately affected by changes to the state of the rest of the system. 

This work illustrates how interconnectedness and nonlinearity—unavoidable features of real sys-
tems commonly thought to be impediments to their control—can actually be turned to our advantage. 
Our approach is based on the systematic construction of compensatory perturbations to the network, 
and, as illustrated in the above applications, can account for both rather general constraints on the ad-
missible interventions and the nonlinear dynamics inherent to most real complex networks. These re-
sults provide a new foundation for the control and rescue of network dynamics and for the related 
problems of cascade control, network reprogramming, and transient stability. In particular, 
I will discuss potential applications for controlling urban networks, such as smart traffic and power 
grids and other forms of self-healing infrastructure. For more information, see the original publica-
tions, Refs. [2, 5].  
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Abstract. We study spatial-temporal dynamics of a network of oscillatory cells, whose architecture has two 
components – regular and irregular ones. The regular component is represented by a ring of electrical couplings. 
As the irregular component we consider both a pair and a random set of mutual chemical couplings. The laws of 
evolution of wave activity in such a network are investigated depending on coupling strengths and statistical 
characteristics of the irregular component. 

It has become clear that many real network systems from various fields of modern science have 
complex enough, irregular architecture of interelement couplings. Although there exists a large 
number of studies on collective dynamics of such systems [1–5], most of them are devoted to 
processes of partial (formation of phase coherent clusters of oscillatory activity) and full 
synchronization. Wave processes in irregular systems are not so well studied. 

Recently, we considered the ring of electrically coupled Morris-Lecar neurons [6]. It is shown that 
the system is capable of producing the so-called “anti-phase wave patterns” looking like the envelope 
solitons. They have the form of spatio-temporal oscillations with a smooth localized envelope which 
propagates along the system preserving its shape and velocity. Here we consider the same system but 
with additional irregular component represented by pairs of mutual chemical couplings with identical 
properties. To model the component we add the term ∑ −−−= j revijji

chem
i vvvHadI ))((2 θ  on the 

right-hand side of the first Eq. (1) (see [6]). The parameters d2, revv , and θ of this term characterize 
respectively the strengths, the reversal potentials and the activation thresholds of chemical couplings, 
the matrix A={aij} describes the architecture of the couplings. 

We assume that the parameters of the system in the absence of irregular component (d2 = 0) belong 
to the region of existence of “anti-phase wave patterns” (namely, ε = 3.28, I  = 48, d = 0.05) and study 
how the patterns are transformed when irregular couplings are applied. For classification of emerging 
collective activity, by analogy with the Kuramoto order parameter (denote it by R) [7], we introduce 
wave order parameter, Rw, as follows 

∑=
=

−−Ψ N

j

jji
wi

w eeR
1

)1(

N
1 ϕϕ  ,    (1) 

where the phases, φj, are determined in accordance with (7) of [6]. A wave order parameter indicates 
how close the regime is to wave activity. 
 

 

 Fig. 1. Architecture of a ring net-
work with extra pair of mutual 
couplings (a). Dependences of 
averaged wave order parameter, 
<Rw>, on the strength of extra 
chemical couplings, d2, and inte-
relement distance, k, for excitatory 
(b) and inhibitory (c) couplings. 
Parameter values: θ = 0, (a) 

25=revv , (b) 31−=revv  
  

(a)            (b)             (c) 

Firstly, we consider the case when the irregular component is represented by a pair of mutual 
chemical couplings. Suppose, for example, that the pair is between the i-th and j-th elements. The 
architecture of such network system is shown in Fig. 1a. Note that the regular component of the 
system has the dihedral symmetry. Consequently, the collective dynamics of the system depends only 
on the distance between the elements of the irregular component, k = |j–i|, but is independent of the 
relative positions of the elements. Therefore, to study collective effects emerging in such a system we 
carry out numerical simulation of the system for a one-parameter family of matrices A(k) with non-
zero elements of the form 11,11,1 == ++ kk aa . Figures 1b, c on the (k, d2) parameter planes depict the 
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time-averaged wave order parameter for modes emerging when either excitatory or inhibitory 
couplings are applied. For excitatory couplings, there exists a critical value cd

2
 of their strength that 

depends on k. Note that the dependence )(
2

kd c  is not monotonic. It has the form of damped oscillations 
relatively d2 ≈ d = 0.5. For d2 less than the critical value, the wave activity is set in the system. In this 
region Rw ≈ 1, R ≈ 0. Otherwise, the chaotic oscillatory activity is set in the system (here Rw < 0.8, 
R ≈ 0). The chaotic nature of oscillations is confirmed by the presence of positive Lyapunov exponents 
in the spectrum of the corresponding chaotic attractor. When inhibitory couplings are applied, wave 
activity is mostly observed. The chaotic regime is observed in a narrow region masked by odd values 
of k < 9. 

 

  

Fig. 2. Dependences of the probability 
density function for averaged wave 
order parameter, P<Rw>, on the proba-
bility of formation of extra excitatory 
chemical couplings, p, and their 
strengths, d2. Parameter values: 
θ = 0, 25=revv , (a) d2 = 0.025, 
(b) d2 = 0.05, (c) d2 = 0.075 

   

      (a)       (b)         (c) 
 

   

 

Fig. 3. Dependences of P<Rw> for extra 
inhibitory chemical couplings. Parame-
ter values: θ = 0, 31−=revv , (a) d2 = 
0.025, (b) d2 = 0.05, (c) d2 = = 0.075 

      (a)       (b)         (c) 

Now, let us consider the case when the irregular component represented by a random set of mutual 
chemical couplings. To generate the set, i.e. the matrix A, we use the Erdos Renyi model. In that mod-
el, coupling between any pair of elements is formed with equal predefined probability, p, independent-
ly of the other couplings. Obviously, for 10 << p , there are at least 2)1( −NN  different sets (or ma-
trices A(p)). Therefore, to study collective effects emerging in such a system we analyze the behavior 
of probability density function for <Rw> (denote it by P<Rw>), rather than <Rw> itself. Figures 2 and 3 
show the dependence of P<Rw> on the probability of formation of chemical couplings, p, and their 
strength, d2. Figure 2 corresponds to the excitatory couplings, while figure 3 to inhibitory ones. 
Analysis of P<Rw> dependences shows that they have Gaussian-like distributions. For excitatory 
couplings, the expectation of <Rw> decreases monotonically when either p or d2 increases. At the same 
time its variance remains constant. Thus, wave activity in this case is observed only for small values of 
p and d2. Absolutely different laws are observed when the irregular component is formed by inhibitory 
couplings. For any value of d2 there is a set of critical values of probability, )( 2dpc

i , where the 
expectation of <Rw> undergoes jumps. At the same time between the critical values, the expectation of 
<Rw> remains unchanged. Here wave activity is observed for any value of d2, but small values of p. 
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EXTREME EVENTS IN EXCITABLE SYSTEMS 
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We consider the dynamics of rare events at which an observable of a complex dynamical system is 
extreme in amplitude. Since our goal is to contribute to the understanding of the emergence and the 
termination of epileptic seizures and of harmful algal blooms, we focus on excitable systems, which 
are useful models to describe those two phenomena. Therefore, we study deterministic networks of 
excitable elements of FitzHugh–Nagumo type. We demonstrate that these networks are capable of 
self-generating such events at irregular times, i.e., without a change of control parameters or without 
an input to the system. To get a better understanding of this behavior, we study a reduced system con-
sisting of two coupled FitzHugh–Nagumo oscillators, which mimics the extreme-event dynamics ob-
served for the networks. We discuss the properties of the networks as well as of the reduced system 
that may be involved in the generation and termination of such extreme events. 
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PHASE LOCKING WITH ARBITRARY PHASE SHIFT  
OF TWO SYNAPTICALLY COUPLED NEURONS 
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Abstract. The phase dynamics of a pair of spiking neural oscillators coupled by a unidirectional nonlinear 
connection has been studied. The synchronization effect with the controlled relative phase of spikes has been 
obtained for various coupling strengths and depolarization parameters. It has been found that the phase value is 
determined by the difference between the depolarization levels of neurons and is independent of the synaptic 
coupling strength. The synchronization mechanism has been studied by means of the construction and analysis 
of one-dimensional phase maps. The phase locking effect for spikes has been interpreted in application to the 
synaptic plasticity in neurobiology. 

Phase synchronization of two neurons with an arbitrary phase shift can play an important role in 
the generation and propagation of information signals in living neuronal networks of the brain. In par-
ticular, two pacemakers can establish both negative (anticipated synchronization) and positive (syn-
chronization with phase delay) phase shift. This phenomenon is of potential importance for large net-
works with numerous synchronized pairs controlling switching between signal propagation paths 
through the initiation of synaptic rearrangements owing to the adjustment of their depolarization le-
vels. We have presented a model of a pair of spiking Hodgkin–Huxley neuronal oscillators coupled by 
a unidirectional spiking chemical connection which simulates synaptic input: 
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Here, the subscripts 1 and 2 mark the master (presynaptic) and slave (postsynaptic) neurons, respec-
tively; C is the specific membrane capacitance; V1 and V2 are the membrane potentials; and t is the 
time. The dynamics of the membrane potential of each neuron is determined by three ion currents Iion, 
sodium, potassium, and ohmic leakage, as well as by direct depolarizing current. The instantaneous 
active ion currents depend on the state of gate variables whose dynamical equations are not presented 
here for the sake of brevity. The action of the master neuron on the slave one is described by the syn-
aptic current Isyn in the equation for the potential of the slave neuron. The applied currents Iapp,i are 
constant and determine the depolarization level of the neurons, as well as the dynamical regime (excit-
able, oscillatory, or bistable). The relative phase in the case of coupled spiking oscillators is defined as 
the difference between the timings of spike generation by two oscillators divided by the period: 
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Figure 1 shows examples of (left panels) traces of the membrane potentials of the system specified 
by Eqs. (1) and (middle panels) the corresponding dynamics of the phase calculated by Eq. (2). It can 
be seen that both the anti-phase synchronization regime (Fig. 1a) and in-phase oscillations (Fig. 1b) 
occur in the model depending on the parameters. Furthermore, the steady-state phase can be close to 
unity (Fig. 1c), which can be treated as anticipated synchronization. 

The mechanisms of spike phase locking of the slave neuron have been analyzed by the method of 
point maps [1]. The right panels in Fig. 1 exemplify the phase maps corresponding to the in-phase and 
anti-phase synchronization regimes. The intersections of the phase map curve with the diagonal speci-
fy the fixed points whose stability depends on the multiplier. It can be seen that one stable fixed point 
corresponding to the steady relative phase exists in each case. 
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Fig. 1. Examples of the synchronization regimes in the model of a pair of synaptically coupled spiking 
neural oscillators specified by Eqs. (1): (a) anti-phase regime, (b) in-phase regime with delay, and  
(c) in-phase anticipated regime. The left panels are the traces of the membrane potentials after transient 
processes for the (dashed lines) master neuron and (solid lines) slave neuron. The middle panels show 
the time dependence of the relative phase. The right panels are the phase maps, where the closed and 
open circles are the stable and unstable fixed points, respectively 

It has been shown analytically and numerically that, at weak interaction, a stable locking regime is 
established with various relative phases depending on the frequency detuning of the oscillators, which 
is specified by the external applied current (Fig. 2). The steady state relative phase in this case is inde-
pendent of the coupling strength, which is an additional control parameter expanding the allowed 
phase range. The result obtained in this work confirms the hypothesis of the possible effect of the ac-
tive extracellular medium of the brain on the signal transmission process. 

 
Fig. 2. Coordinate of the stable fixed point versus (a) the depolarization level  

and (b) the coupling strength at various depolarization levels Iapp,2 

Acknowledgements 

The work was supported by the Council of the President of the Russian Federation for Support of 
Young Scientists and Leading Scientific Schools (No. SP-991.2012.4, SP-1668.2013.4), by the Rus-
sian Foundation for Basic Research #14-04-32211 мол_а, by the Russian President Grant No MK-
4602.2013.4, and by the Russian Foundation for Basic Research grants # 13-02-01223, 13-04-12041. 

References 
1. A.Yu. Simonov, S.Yu. Gordleeva, A.N. Pisarchik, V.B. Kazantsev, JETP Letters, January 2014, 98(10), 

DOI 10.1134/S0021364013230136. 



51 

ON THE DYNAMICAL BEHAVIOR OF LARGE DYNAMICAL NETWORKS 

M. Hasler  
School of Computer and Communication Sciences 
Ecole Polytechnique Fédérale de Lausanne (EPFL) 

Lausanne, Switzerland, martin.hasler@epfl.ch 

Abstract. Networks of N interconnected dynamical systems are considered, where N is supposed to be 
large. Often, their collective dynamical behavior is studied by analyzing the infinite network as N → ∞. It is then 
tacitly assumed that the qualitative behavior of the network for sufficiently large, but finite N is the same as for 
infinite N. We make the point that this has to be rigorously proved, by giving a counter-example. We also show 
for a network of identical phase oscillators, how to establish such a proof for multistable, synchronously rotating 
behavior. We believe that the method is widely applicable. 

Dynamical networks are (usually large) dynamical systems with the structure of a graph. On each 
of the N vertices of the graph a (usually small) dynamical system is located. It interacts only with the 
dynamical systems on neighboring vertices. Two vertices are neighbors if they are linked with an edge 
in the graph [1].  

What are the salient features of network dynamics that are generated by the local dynamics and 
their interactions? This is, of course, an extremely difficult question, but in a number of cases an an-
swer can be given. It is often formulated with the help of some sort of a limit dynamical system when 
the network grows to infinite size, i.e. when N → ∞ [2–4]. This limit system is, on the one hand, 
usually much simpler to analyze and, on the other hand, it is concluded that for sufficiently large finite 
systems the dynamical behavior is the same as for the infinite system. 

This conclusion should be made with care. We give as a counter-example a network of interacting 
identical phase oscillators with a large number of coexisting synchronously rotating solutions, both in 
the finite and in the infinite system. Some of them are stable in the infinite system but the correspond-
ing solutions in the finite system are unstable for large N. In view of this counter-example, there is a 
need to make the infinite limit mathematically rigorous and to investigate which dynamical features 
are the same in the infinite system and in the finite system with sufficiently large N.  

In order to make the limit N → ∞ rigorous, we reformulate the equations of the finite system in 
such a way that is has the same structure as the infinite system and consequently the finite and the in-
finite systems are just two different dynamics in the same space. Then we estimate the difference be-
tween the time derivatives of linear perturbations of the same synchronously rotating solutions. If this 
difference vanishes when N → ∞ and if the perturbation in the infinite system dynamics decays expo-
nentially fast, then both in the infinite system and in the finite system for large enough N the consi-
dered synchronously rotating solution is stable [4]. 

We specifically considered here networks of interacting phase oscillators, but we believe that the 
method can be extended to many other dynamical networks. 
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Abstract. The processes of synchronization and phase cluster formation are investigated in complex net-
works of dynamically coupled phase oscillators. Coupling weights evolve dynamically depending on the relative 
phases between the oscillators. It is shown that a network exhibits several types of behavior: two-cluster mode, 
synchronized, partially synchronized and desynchronized modes. We find the occurrence of multi-stable states 
depending on initial distribution of coupling weights.  

Networks of coupled phase oscillators have been extensively studied recently as a mathematical 
model for understanding the collective behavior of a wide variety of physical, biological and chemical 
systems. Such models are widely used in the study of the effects of synchronization in networks of 
self-oscillating elements. Most of studies in this field are devoted to analyzing the dynamics of net-
works, where couplings between the different oscillators in the network are fixed. In this work, we 
consider the case when couplings are dynamic and depend on the state of interacting oscillators. 

We consider the dynamics of networks of coupled phase oscillators described by the following eq-
uations: 
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Here φi is the phase of the i-th oscillator, ωi are natural frequencies of the oscillators, f(φ) is 2π-
periodic coupling function and kij denotes the coupling weight of the connection from the j-th to the 
i-th oscillator. We consider the coupling weights kij to be dynamic and represented by the following 
dynamical equation: 
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where g(φ) is 2π-periodic plasticity function [1], which determines how the coupling weight depends 
on the relative timing of the oscillators. We assume that the evolution of the couplings is slower than 
the evolution of the oscillators, i.e., ε <<1. Unlike the works [1–2], we implemented the limitation 
condition for coupling growth by adding a linear term in equation (2). We choose the coupling and 
plasticity functions in the simplest form f(φ) = sin(φ+α) and g(φ) = sin(φ+β), where parameter α can be 

regarded as the phase difference induced by a 
short transmission delay of the coupling and 
parameter β controls the characteristic of 
plasticity function. 

In numerical simulations we consider a 
network consisting of N = 200 oscillators 
with identical natural frequencies ωi = 1. 
Figure 1 presents the diagram illustrating a 
distribution the domains with different 
dynamic behavior of the network in the 
region of parameters α ∈ [0, π/2] and 
β ∈ [0, 2π). This diagram is constructed on 
the basis of the analysis of several two-
parametric diagrams of the time averaged 
value of the order parameters Rm, m = 1, 2, 
calculated for different initial conditions. We 
analyzed the order parameters during 103 
time steps after 106 initial time steps were 
discarded as transient. 

 
Fig. 1. Diagram of dynamical modes of system (1)-(2) 
for N = 200: (S) – synchronized mode, (TC) – two-
cluster mode, (PS) – partially synchronized mode, (DF) – 
desynchronized mode with fixed phase relationship be-
tween oscillators, (DC) – desynchronized mode with  
time-varying phase relationships between oscillators 



53 

It has been established that the network exhibits the following dynamical modes: 
• Synchronous mode (S), when all oscillators of the network are synchronized after a transition 

process (Fig. 2, a, b). This mode is realized in the parameter domain S (see Fig. 1) when the initial 
values of coupling weights are distributed predominantly in the range kij > 0. 

• Two-cluster mode (TC), in which two groups of synchronized oscillators are organized (Fig. 2, c, 
d). The clusters are in anti-phase relationship with each other. In figure 2, d the second order para-
meter R2 converges to 1 and R1 takes a value close to 0. The ratio of the number of elements form-
ing clusters depends on the initial conditions. 

• Partially synchronized mode (PS), when the network is divided into two parts. The oscillators of 
the first part form several synchronized groups. The second part includes oscillators whose phase 
will continue to change in time in the relative phases of oscillators of the synchronized groups 
(Fig. 2 e, f). Synchronized groups form pairs that are in anti-phase relative to each other. The fre-
quencies of different pairs of the synchronized groups differ. 

• Desynchronized mode with a fixed phase relationship (DF) between oscillators (Fig. 2, g, h). In 
this mode the oscillator phases are distributed over the entire range (0, 2π) (Fig. 2, h). In [1] this 
mode is referred to as coherent. 

• The network can also show another type of desynchronized mode (DC). In this mode, the relative 
phase relationships between oscillators continuously change in time.  

Furthermore we found the occurrence of multi-stable states of network depending on initial conditions. 
 

  
a b 

  
c d 

  
e f 

 
 

g h 
Fig. 2. Dynamical modes of the network (1)–(2). Time evolution of the oscillator phases and matrix 
of coupling weights at a moment of time t = 10000 (a, c, e, g); time evolution of order parameters and phase 
distribution at a moment of time t = 10000 (b, d, f, h). Parameter values: α = 0.2, β = 5 (a–d), α = 1.5, β = 3.9 
(e–f), α = 1.2, β = 0.2 (g–h) 
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DELAY OF THE SPIKE OSCILLATION SUPPRESSION  
IN THE NONAUTONOMOUS MODEL OF NEURON FIRING 

S.Yu. Kirillov and V.I. Nekorkin 
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Abstract. The spike response to a slowly varying synaptic current has been investigated in the modified 
FitzHugh-Nagumo model of neuron firing. It was shown that the spike oscillations disappear when the synaptic 
current value greatly exceeds the value predicted by the classical bifurcation theory. It was found that the dy-
namic double limit cycle bifurcation and nonlocal oscillation properties underlie the delay phenomenon. 

The metastability and the transients are a major challenge in neurodynamics. The mechanisms of 
generation and suppression of the spike sequences (the action potential series) in a neuron are very 
important for explaining the principles of the information processing and transmission in the brain. 

Neurons communicate via special contacts (synapses). In many natural experiments the synaptic 
currents were slowly varying compared with the period of the inherent oscillations in neurons. One of 
the methods for studying such slowly driven systems is based on the dynamic bifurcation theory [1–3]. 

Here we report the delay of the spike oscillation suppression explored theoretically. We employ the 
nonautonomous model of neuron firing. The model dynamics is described by the modified FitzHugh-
Nagumo model that takes into account the nonlinear character of the ionic recovery currents [4] 
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where f(u) = u–u3/3 is the nonlinear cubic function, the function g(u) has the piece-wise linear form 
given by g(u) = αu, for u ≤ 0 and g(u) = βu, for u > 0, Isyn(t) is the time-varying synaptic current. 

In equation (1) the variable u describes the membrane potential dynamics, while the variable v de-
fines common features of the membrane ion currents. The positive parameter ε defines the ion currents 
rate of change, the positive parameters α and β describe the ion currents nonlinear properties. 

We consider the case when the synaptic current decreases linearly with time: 
,0)( tItsynI µ−=       (2) 

where the parameter I0 controls the membrane depolarization level at the initial moment of time, the 
small positive parameter 0<μ<<1 determines the synaptic current rate of decrease. 

There are two quasi-stable modes of activity in model (1), (2): the slowly varying spike oscillation 
mode and the slowly varying steady state. If at the initial moment of time the system is in the spike 
oscillation mode, the slowly varying synaptic current leads it to the steady state. The phase space anal-
ysis is used to explore this phenomenon further. 

Since the parameter μ is small enough, the phase space of the nonautonomous model (1), (2) can 
be analyzed using the relaxation oscillation method [5]. According to this method the study of (1), (2) 
reduces to separate investigation of the slow and fast subsystems that can be obtained from (1), (2) in 
the limit case µ→0. 

When µ = 0, the neuron dynamics for each Isyn = const is determined by a two-dimensional auto-
nomous system. The bifurcation analysis of (1) in the autonomous case was presented in [4]. Here, we 
fix the parameters α = 0.5, β = 2, ε = 0.35 and vary the control parameter Isyn = I0. The corresponding 
bifurcation diagram and the structurally stable phase portraits are presented in Fig. 1a. Of particular 
interest for our consideration is location of the bifurcation point in the vicinity of the double limit 
cycle. System (1) has three equilibrium states: O1 is a stable focus, O2 is a saddle state, and O3 is an 
unstable focus. There are also other limit sets in the phase space of model (1). For the parameter value 
Isyn = I0

T, a double limit cycle bifurcation occurs. As a result, for the parameter values Isyn > I0
T two 

limit cycles appear: a stable limit cycle CS and an unstable limit cycle CU. 
When µ→0, the synaptic current changes quasi-statically. Then the limit cycles CS and CU form 

two-dimensional invariant manifolds in the phase space of (1), (2). Similarly, the equilibrium states 
O1, O2 and O3 form one-dimensional invariant manifolds and the saddle point separatrices form two-
dimensional invariant manifolds. 

When 0 < μ << 1 and the synaptic current rate is not infinitesimal, the invariant manifolds deform 
in comparison with the quasi-static case. The motion of the representative point in the local vicinity of 
the invariant manifold that was born from CS determines the spike oscillation mode. The time of this 
motion is basically defined by the dynamic double limit cycle bifurcation. This time is sufficiently 
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long compared with the period of the spike oscillations. The slowly varying steady state is determined 
by the motion of the representative point in the local vicinity of one-dimensional invariant manifold 
which is close to the manifold formed by O1. The transition from the spike oscillation mode to the 
steady state is determined by the properties of the threshold manifold. This two-dimensional invariant 
manifold is born from the «static» separatrix manifold formed in the phase space of (1), (2) by the in-
coming separatrix W1

S of the saddle O2. The threshold manifold significantly differs from the «static» 
manifold even for a very small values оf µ. 

The disappearance of the spike oscillations is shown in Fig. 1b. It can be seen from the figure that 
the spikes disappear with considerable delay after the control parameter passes the double limit cycle 
bifurcation point. The delay value roughly monotonically decreases with increasing value of the para-
meter µ. It is shown in Fig. 1c. The local jumps in this figure are influenced by the properties of the 
threshold manifold. The jump value correlates with the value of µ and may by significant compared 
with the delay time. Consequently, the important feature of the system dynamics is that the moment of 
spike disappearance depends on the phase of the oscillation at the initial moment of time. It determines 
the memory effect in the model. 

To conclude, we demonstrated that an arbitrarily slow drift of the synaptic current significantly 
changes response characteristics of the neuron as compared to the quasi-static case. We have shown 
that the dynamic double limit cycle bifurcation and nonlocal oscillation properties of the model under-
lie the delay phenomenon and the memory effect. 
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Fig. 1. (a) Bifurcation diagram and quality structurally stable phase portraits of (1), (2) for µ = 0. I0

T 
denotes the double limit cycle bifurcation point, ISN – the saddle-node bifurcation, IH – the homoclinic 
orbit bifurcation. 
(b) Spike oscillation disappearance; tT is the time of the passage through a double limit cycle bifurcation 
point and tS is the spike oscillation disappearance time. Parameters: µ=1×10–11, I0 = 0.2100951289.  
(c) The delay time Δt depending on the synaptic current rate of decrease µ 
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NEURON CLUSTERING CONTROLS PERSISTENT ACTIVITY IN CORTEX 

V.V. Klinshov and V.I. Nekorkin 

Institute of Applied Physics, Nizhny Novgorod, Russia 
vladimir.klinshov@gmail.com  

Abstract. We derive connectivity rules from experimental data observed in layer 5 of rat neocortex to gen-
erate a model of neural connectivity in cortical microcircuits. Our model predicts that microcircuits of about 100 
µm contain groups of densely connected neurons which we call clusters. We show that such clusters contain 
comparatively large groups of excitatory neurons which are almost all-to-all connected with stronger than aver-
age synapses. We demonstrate that a small network of about a hundred of cortical neurons embedding such a 
cluster creates a bistable neural spiking with distinct high and low firing rates.  Furthermore, interactions among 
hundreds of such minimal clusters and surrounding neurons are sufficient for generating both spontaneous net-
work activity and persistent activity representing several simultaneously stored memories in a large-scale net-
work.  

The flow of information in neural circuits and their function depend crucially on the organization 
of neuronal wiring. A number of recent studies reveal nonrandom features of neuronal wiring in cor-
tical circuits [1–3]. The statistics of cortical circuit connectivity have been shown to strongly differ 
from that of random networks on both local and global scales. In particular, there is evidence that a 
small number of cortical neurons chosen randomly from local cortical circuits exhibit certain connec-
tion patterns, or network motifs, significantly more often than expected by chance. Moreover, the 
overrepresentation of the motifs is positively correlated with connection strength. These features sug-
gest that local cortical circuits involve multiple clusters of highly and strongly connected neurons. 

Clustering in synaptic connections creates additional complexity in the structure and dynamics of 
neural networks. It is, however, difficult to measure all the statistical properties of neuronal wiring 
experimentally, therefore the precise connectivity structure of cortical circuits remains unclear. For 
example, the typical size of a clustered neural ensemble in local cortical networks, or the number of 
clusters of neurons that exist in a given local volume of cortex remain ambiguous. To shed light on 
these questions, we derived a computational model of network connectivity from the recently discov-
ered non-random features of cortical circuits [1, 3]. Furthermore, we explored the role of the resultant 
clusters of synaptic connections in the dynamics of cortical networks. 

Our model is defined as a network of N neurons that contains K clusters with M neurons per clus-
ter. Note that KM can be smaller than N, i.e. some neurons of the network may not belong to any of 
the clusters. The probability of two units being connected equals c2 if they belong to the same cluster 
and c1 otherwise (if they belong to different clusters, or one of them or both do not belong to any clus-
ter). We also assume that the distributions of synaptic weights are different between the inside and 
outside the clusters, where "inside" means a connection linking two neurons belonging to the same 
cluster, and "outside" means any other connection. Rigorous mathematical analysis shows that only a 
single set of the network parameters fits the experimentally observed statistical characteristics of cor-
tical microcircuits satisfactorily. Namely, this parameter set describes a network with a single 
(K = 1) cluster of about one fifth (β ≈ 0.22) neurons which are connected very densely (c2 ≈ 1). The 
neurons in the cluster also have stronger connections with a long-tailed distribution. 

We investigated implications of the synaptic clustering for the network dynamics. To this end, we 
compared the dynamics of the networks with different levels of clustering which is characterized by 
the intra-cluster connectivity c2. The maximal value of c2 = 1 means ultimate clustering, and the mi-
nimal value of c2 = c1 means no clustering at all. We showed that for strong clustering, even quite 
small networks (N ≈ 50) with clustering demonstrate bistabile spontaneous dynamics with two distinct 
types of activity: the low state and the high state (Fig. 1). In the latter regime, the clustered neurons 
produce irregular spikes with a high firing rate of (f ~ 50 Hz). In contrast to that, the network with low 
clustering becomes bistable only when it is very large (N ~ 1000). In the high state such a large net-
work produces spikes quite regularly and with unnaturally high firing rate (f > 100 Hz). 

Thus, the immediate consequence of synaptic clustering is capability of small cortical microcir-
cuits to create bistable dynamics with physiologically relevant types of activity. It is noteworthy that 
the minimal size required for bistability roughly corresponds to the number of cells in a “minicolumn” 
[4], which may be a minimal functional module of neocortex. Moreover, synaptic clustering on local 
scales may play an important role in the dynamics of large-scale neural networks. To reveal this role 
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we simulated a large network of about 10 000 neurons into which we incorporated local clustering. 
We started from random connectivity, then partitioned the network into a number of local subnetworks 
and reorganized the connections inside each subnetwork according to our model. In the resultant net-
work, novel dynamical features emerge. Similarly to the network with no clustering, sparse non-
clustered connections generate a low-frequency spontaneous activity [5]. On the background of this 
low-rate activity, clustered connections create local spots displaying high-rate activity, and the net-
work becomes multistable. 

 

 
Fig. 1. The bistable dynamics of the network with clustering. An external input applied at t = 2000 ms 
for 100 ms switches the network from the low to the high state. A: Spike raster, dots represent spikes 
of the individual neurons. B: The membrane potential of one of  the clustered neurons (red) and the 
external input (green). C: The mean firing rate of the clustered neurons (red) and the external input 
(green). Note that the time scale is the same for A and B but different for C 

Multistable behavior is considered to play an important role for various neural computation tasks 
[6], such as temporal integration in decision making and interval timing and working memory. Here, 
we have demonstrated this phenomenon in a network with a biologically relevant connectivity struc-
ture. Thus, our results may bridge a gap between anatomical structure and persistent activity observed 
during working memory and other cognitive processes. 
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ENERGY LOCALIZATION TO ENERGY TRANSPORT IN THE SYSTEM  
OF N WEAKLY COUPLED GRANULAR CHAINS 
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Abstract. Regimes of nonlinear, resonant energy transport in the system of three weakly coupled, non-linear 
oscillators and oscillatory chains are considered. A special analytical method based on the limiting phase trajec-
tories and saw-tooth transformations has been developed to obtain the analytical criterion of formation of a high-
ly non-stationary regime manifested by irregular energy transport from the first to the third oscillator. The results 
are extended for the case of larger numbers of oscillators (chains).   

The concept of limiting phase trajectories (LPTs) introduced by Manevitch [1] is a natural ap-
proach for a rather comprehensive description of intensive energy exchange between two weakly 
coupled, non-linear oscillators as well as oscillatory chains [2–6]. The term LPT refers to the trajecto-
ry corresponding to the oscillations of weakly coupled oscillators or, alternatively, an oscillator and an 
external source of energy undergoing maximum possible energy exchange. As shown in [2–6], the 
transition from the regimes of complete energy exchange between the two coupled oscillators, the os-
cillatory chains to energy localization on one of them can be completely understood in terms of LPT 
transformations. In the present work we study the mechanism of formation of non-stationary regimes 
manifested by the recurrent energy transport in the system of three weakly coupled, non-linear oscilla-
tors 
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where 1<<ε  characterizes weak coupling and weak nonlinearity (due to smallness of the ampli-
tudes), 1β  and 2β are the parameters of coupling. 
 

 
Fig. 1. Instant energies on each oscillator (the blue curve refers to the 1st oscillator, the green curve to the 2nd  

and the red curve to the  3rd oscillator) for different values of coupling parameter 

In Figure 1 we show that gradual variation of the parameter of coupling leads to two peculiar 
global bifurcations of the system response excited by the pulse excitation provided to the first oscilla-
tor. In Figures 1(a–e) we plot instant energies recorded on each oscillator. Here, we show that gradual 
variation of the parameter of coupling leads to two peculiar global bifurcations of the system response. 
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Introducing the complex variables 
dt

du
v j

j = ; ( );
2
1 *

jjjv ψψ +=  ( );
2

*
jjj

iu ψψ −−=  );( jjj iuv +=ψ  

),(*
jjj iuv −=ψ  separating “fast” t=0τ and “slow” 01 εττ =  time-scales and seeking the solutions in the 

form 2,1,0 == jei
jj

τϕψ  we use the multiple–scale procedure 

( ) ( ) ( ) 3,2,1,,,, 101,100,10 =+= jjjj ττεϕττϕττϕ ,
10 τ

ε
ττ ∂

∂
+

∂
∂

=
d
d  to obtain a system in the main asymp-

totic approximation: 
( )

( ) ( )

( )

1/210 1
10 10 10 20

1

1/220 1 2
20 20 20 10 20 30

1

1/210 2
30 30 30 20

1

,
2

,
2 2

.
2

d ii
d
d i ii
d

d ii
d

ϕ βγ ϕ ϕ ϕ ϕ
τ
ϕ β βγ ϕ ϕ ϕ ϕ ϕ ϕ
τ
ϕ βγ ϕ ϕ ϕ ϕ
τ

= + −

= + − − −

= + −
   (2) 

Since only the resonant term of Hertzian potential should be included in this approximation, we 
obtain the coefficient γ  as the corresponding amplitude of the Fourier-spectrum.  

Based on the theory of limiting phase trajectories [7] one can easily deduce the first transition cri-
terion ( 1CRβ ) predicting the breakdown of energy localization on the first oscillator and the formation 
of the recurrent energy transport between the two coupled oscillators. The second criterion ( 2CRβ ) 
predicting the breakdown of energy localization on the first two oscillators succeeded by the irregular 
energy wandering between all the three oscillators is somewhat more complicated. To derive this crite-
rion analytically we formulate the special resonant conditions between the limiting phase trajectory 
recorded on the first two oscillators and the response of the third one. Limiting phase trajectory is ap-
proximated (to the leading order) by the saw-tooth functions [7]. This enables the derivation of the 
second criterion analytically in the closed form. The analytical prediction – 2CRβ = = 0.138; break-
down of LPT in the original system (1) 2CRβ = 0.140.  

The derived analytical approximation is further extended to the system of three (and more) weakly 
coupled chains (i.e. granular chains) where the transport of localized excitations (breathers) between 
the two and three chains is predicted analytically. It is worth emphasizing that the first and second cri-
teria can be hardly obtained by the conventional bifurcation analysis of stationary regimes, which pro-
vides very crude, unsatisfactory predictions.  
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EFFICIENCY OF LEADER´S STRATEGY TO GAIN PUBLIC OPINION:  
MODELING AND COMPUTER SIMULATION IN A SOCIAL NETWORK 
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Abstract. Public opinion is formed by means of self-organization of agents’ opinion influenced by a leader, 
the latter uses a strategy to gain as many followers as possible. Efficiency of straightforward, zigzag and stair-
case strategies of a single leader in the opinion formation in a social network is studied in the frame of C/PA 
bounded confidence model. Results of simulation show complex bifurcation patterns of opinion dynamics; a 
decrease or even the total loss of control of the leader over the society is observed. Comparative analysis of the 
efficiency of the three strategies of a dictator and democratic leader is presented. 

C/PA model of opinion dynamics  

Social groups are constituted of persons of different psychological types [1]. In order to capture 
this important feature, a model of opinion dynamics in a mixed C/PA society was proposed in [2]. It 
consists of agents of two psychological types, concord (C-) and partial antagonism (PA-) agents. The 
interval S = [−1, 1] is a continuous opinion space. Each agent i is characterized by his/her opinion, xi , 
and uncertainty or tolerance, ui ∈ (0, 0.7). An opinion segment si = [xi − ui, xi + ui] is assigned to each 
agent i. For two agents, i and j, their opinion segments overlap if and only if the opinion overlap 
hij = min(xi + ui, xj + uj) − max(xi − ui, xj − uj) > 0. The C/PA society of N agents consists of two sub-
populations, MC and MPA of pN and (1 − p)N size respectively, where a fraction of C-agents, 0 ≤ p ≤ 1, 
is a parameter of the model. When an active agent i, either C- or PA-type, interacts with a passive one 
j, agent j changes its opinion and uncertainty following the updating rules for the C-agents, Eqs. (1), if 
j ∈ MC or those for the PA-agents, Eqs. (2), if j ∈ MPA. The opinion and uncertainty of passive (recep-
tive) agent j are changed when 0 ≤ hij. The updating rule for the opinion and uncertainty of a passive 
C-agent j is as follows: 

( )( )jiiijjj xxuhxx −+= 2/: 1µ ;  ( )( )jiiijjj uuuhuu −+= 2/: 2µ     (1) 

The interaction of C-agents is always attractive, which gives the name to the concord agents. Real life 
interaction between persons is usually repulsive-attractive, so the updating rule for the opinion and 
uncertainty of a passive PA-agent j is given by the following equations: 

( )( )( )jiiijiijjj xxuhuhxx −−+= 1/2/: 1µ ; ( )( )( )jiiijiijjj uuuhuhuu −−+= 1/2/: 2µ   (2) 

The relative agreement (hij/ 2ui)(hij/ ui − 1) ∈ [−0.125, 1], thus the opinions of PA-agents can diverge 
from that of active agents when 0)1/( ≤−iij uh .  

Model leader in the mixed C/PA-society 

A leader must be able to communicate ideas to agents and convince them [3]. Communication im-
plies direct or implicit interaction of the leader with a relatively large portion of population. To con-
vince implies having some kind of “power” of opinion manipulation. This “power” can be either natu-
ral (charismatic leaders), given by some degree of reputation or experience, or implemented by some 
means such as a reward or even coercion. We consider as a leader an agent connected with a signifi-
cant part of population; his/her degree of connectivity ld  runs through 0.2 to 1. A leader has a goal 
and strong conviction to reach it, so his/her opinion lx  is considered to be unaffected by other agents; 
he/she is always an active agent. The “democracy level” of the leader is represented by his/her opinion 
uncertainty or tolerance, lu . We assume that a “dictator” (authoritarian leader) has invariable low to-
lerance, 2.0=lu , whereas the tolerance of “democratic leader” equals the average tolerance of popula-
tion, Uul = .  

Experiment design and results of computer simulation  

Given a leader of certain type, what strategy is favorable to gain maximum number of followers? 
To answer this question, the efficiency of the straightforward, zigzag and staircase leader´s strategies 
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implemented by leaders of democratic and dictator type is assessed. The inverse problem is formulated 
as follows: Given the goal and strategy, a “leader” (coordinator) of what type is preferable? We study 
numerically the steady state patterns of opinion distribution on the Small World (SW) networks of 600 
PA- and 400 C-agents, in function of the average initial tolerance of population, U ranging from 0.2 
through 0.7. The system evolves 500 time steps to reach steady state distributions of opinion. Each 
time step, N = 1000 pairs of linked agents are selected randomly, and one agent of each pair is taken to 
be a passive agent; if 0≥ljh , then the passive agent updates his/her opinion according to Eqs. (1) or 
(2).Uniform initial conditions for the opinion and tolerance of agents are used. We consider the fol-
lowing strategies: Straightforward (leader´s opinion and tolerance are invariable all time); Staircase 
(leader´s opinion and tolerance are not affected any time, but his/her opinion changes linearly in time 
from an initial to target value) and Zigzag (leader´s opinion and tolerance are not influenced any time, 
but his/her opinion changes in time in zigzag in a such way that the initial opinion is equal to the target 
one). Agents, whose opinion )1.0;1.0( +−∈ llj xxx , are considered to be followers of the leader with 

the target opinion lx . Examples of leader´s efficiency versus U are given in Fig. 1. The plots represent 
the average over 30 simulations for each value of U. 

 

       A 

        B 
Fig. 1. Number of followers of dictator (A) and democratic leader (B) for each of the three strategies 

Conclusions 

1. Leader´s efficiency depends strongly on the C/PA composition [4] and public tolerance, U. 
None of the three strategies can be considered preferable in all range of the parameter U. 

2. In the low tolerance society ( )3.0,2.0(∈U ), the efficiency of the dictator is almost equal to 
that of the democratic leader for each strategy.  

3. Strong variations in the number of followers and low efficiency of leader, up to the total loss 
of control over public opinion are observed as a function of public tolerance U.  

4. In order to give practical recommendations, detailed analysis of the opinion dynamics should 
be done in the following parametric space: social C/PA composition of the society, average to-
lerance of agents U, type of leader and his/her social power, leader´s connectivity to the net-
work ld , leader´s strategy and target opinion, topology of the network along with the initial 
conditions of the society. 
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An interesting kind of dynamical behavior is structurally stable chaotic dynamics associated with 
uniformly hyperbolic attractors, such as the Smale – Williams solenoid [1]. As we try developing clear 
and transparent examples [2], the preference surely should be given to mechanical systems. Indeed, it 
is the mechanical motions that are easily perceived and interpreted due to our everyday experience [3]. 
I report here on three simple mechanical systems with chaotic attractors of Smale – Williams type. 

1. Consider a particle of unit mass on a plane in a stationary potential field possessing rotational sym-
metry about the origin, with minimum on the unit circle (Fig. 1). An additional potential force field is ap-
plied, being switched on and off periodically, with time interval T and producing short-time kicks of mag-
nitude and direction depending on the instantaneous position of the particle. The model equations are 
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In practice, a pulsed potential field can be produced using six electromagnets (the hexapole) and an addi-
tional magnet G that creates a centrally symmetric part of the potential. All these magnets are switched on 
periodically by current pulses (Fig. 1a). The particle should be a permanent magnet, one pole of which is 
involved in the interaction, and the other one is removed outside the interaction region. Panel (b) depicts the 
trajectory of the particle, and panel (c) shows the attractor in the stroboscopic section in a two-dimensional 
projection. The attractor is a kind of Smale – Williams solenoid, with distinguishable Cantor-like transver-
sal structure. As checked, the angular coordinate behaves in accordance with the expanding circle map (one 
bypass for the pre-image implies two detours for the image in the opposite direction). 

2. Consider two disks arranged horizontally, one above the other, which rotate about the common 
axis alternately (while one is rotating, the other is at rest and vice versa) with angular velocity ω 
(Fig. 2a). On each disk a particle is placed, capable to slide with the friction force proportional to its 
relative velocity. Suppose that there is a potential field symmetric about the axis, with potential 
minimum at the center and strongly growing to the edges of the disks. In addition, assume that the two 
particles interact via the appropriately chosen potential )( 21 rr −V , where r1 and r2 are the position 
vectors. Model equations are 
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where 
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With appropriate parameters, the chaotic dynamics in the map for the state transformation in 
successive periods of switching corresponds to the attractor of the Smale – Williams type. 

3. The third example is related to a simplified model for parametric oscillations of a string. In the 
classic wave equation xxtt Gyy =ρ  with periodic boundary conditions we assume the tension force to 
depend on time as tTtatTtatG 0

20
60

20
2 6sin)4/1/(cos2sin)4/1/(sin1)( ω−π+ω−π+= , wheread the 

density depends on the spatial coordinate as xkx 04sin1)( ε+=ρ  [4]. Next, we introduce dissipation 
by the terms tyu )( 2β+α−  and yγ−  added to the right-hand side of the equation. Nonlinear 
dissipation is needed to stabilize the parametric instability; moreover, it is also important that the cubic 
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nonlinearity provides generation of the third harmonic in the wave-oscillatory motion. Taking into 
consideration that the parametric excitation alternates at k0 and 3k0, we use the ansatz 

xkvxkuy 0101 sincos += xkvxku 0303 3sin3cos ++  to compose the low-dimensional model as a set of 
second-order ordinary differential equations for the variables u1,3 and v1,3 [3]. Figure 3 illustrates 
results of the numerical simulation for the finite-dimensional model which agree well with those 
relating to the partial-differential equations [4]. 

 

 
Fig. 1. Schematic setup (a), trajectory for the particle motion under periodic kicks (b)  

and stroboscopic portrait of the attractor (c). Parameters in equations (1): µ = 0.3, T = 4 

 
Fig. 2. Schematic setup (a), trajectories for the particles moving on the discs (b) and diagram for the angular 

variable of one particle (c). Parameters in equations (2): π=ω==ε=α= 2,16,03.0,3,3 0Tk  

 
Fig. 3. Plots of the amplitude coefficients versus time (a), diagram for the angular variable for the amplitude 
ratio for cosine and sine components (b) and stroboscopic portrait of attractor in projection on the plane (c)  

at π==ω 200 k , 0 0
2 640, 1, 0.4, 0.2, 0.2, 0.4, 0.03T L a a= = = = ε = α = γ =  
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Abstract. We discuss a recently developed concept of limiting phase trajectories (LPT) allowing a unified 
description of resonance non-stationary processes for a wide range of classical and quantum dynamical systems. 
This concept provides the far going extension of the linear beating phenomenon to a diverse variety of nonlinear 
systems. The non-stationary processes are characterized by intense energy exchange between different parts of 
the system or by strong energy localization. They include, e.g., targeted energy transfer, non-stationary vibra-
tions of carbon nanotubes, quantum tunneling, auto-resonance and non-conventional synchronization. In such 
processes, LPTs play the key role, similar to that of normal modes in a stationary case. 

A comprehensive theory of nonlinear normal modes (NNMs) was developed for the analysis of 
stationary processes, their stability and bifurcations [1–3]. Besides, the combinations of non-resonant 
NNMs in quasi-linear systems can be used for an asymptotic description of non-stationary processes 
with account of the amplitude dependence of the frequencies [4]. However, energy exchange and 
transport under the condition of resonance are characterized by the complicated non-stationary beha-
vior, for which any analytical investigation is prohibitively difficult.  

We discuss a new concept and methods of analysis, which provide the answers to the following 
open questions relating to the resonance non-stationary processes:  

1) What is an adequate description of nonlinear beating? 
2) How to extend the concept of beats to multi-particle linear and non-linear systems? What is 

the relationship between beats and stationary excitations of the equilibrium ground state?  
3) What are the conditions of the transition from intense energy exchange to energy localization 

in finite discrete systems and carbon nanotubes? 
4) What conditions provide irreversible energy transfer in classical and quantum systems? 
5) What are the conditions of transition from irreversible energy transfer to autoresonance in the 

systems with slowly varying frequency of external excitation? 
6) Can non-conventional synchronization of weakly coupled auto-generators exist? 

Recent studies [5–14] have proved that the answers to the above-listed questions can be obtained 
in the framework of the LPT concept. It was shown that along with NNMs, the fundamental oscilla-
tions of another type can exist in the systems of weakly coupled oscillators. The solutions of this type 
which are referred to as LPTs describe non-stationary processes with the strongest modulation. They 
are characterized by the maximum possible energy exchange between the oscillators or clusters of the 
oscillators (effective particles), or the maximum energy transfer from the external source of energy. 

The development and use of the analytical framework based on the LPT concept are motivated by 
the fact that non-stationary processes occurring in a broad variety of finite dimensional physical mod-
els are beyond the paradigm of nonlinear normal modes, fully justified only for quasi-stationary 
processes and non-stationary processes in a non-resonant case. While the NNMs approach was proved 
to be an effective tool for the analysis of existence, instability and bifurcations of stationary regimes, 
the use of the LPTs concept provides adequate procedures for studying the strongly modulated re-
gimes as well as the transition to energy localization. 

From the beginning, the systems with constant parameters are discussed. It is shown that the LPT 
approach allows one to distinguish the non-stationary motions related to quasi-linear, moderately and 
strongly nonlinear regimes and to define the parametric boundaries for their existence and stability. 
Unique analytical approximations based on reduced order models describing non-stationary dynamics 
are presented as well. The obtained approximations reveal a series of unexpected phenomena in vari-
ous nonlinear, classical and quantum systems, such as externally driven nonlinear oscillators, systems 
of weakly coupled nonlinear oscillators and oscillatory chains, as well as systems of two-level quan-
tum models. Moreover, the same concept enables prediction of non-conventional LPT-synchronization 
in the system of weakly coupled autogenerators, and this is in contrast to the conventional NNM-
synchronization. A special attention is paid to non-stationary nonlinear dynamics of single walled car-
bon nanotubes, in which the significant phenomenon of weak energy localization has been revealed.  
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Along with the well-known asymptotic methods, the investigation of the new phenomena has re-
quired application of a special technique of non-smooth temporal transformations providing a simple 
description of strongly modulated and transient regimes. 

The applications of the LPT concept to the systems with slowly-varying parameters relates to two 
significant problems. One of them is prediction of the necessary conditions for the emergence of auto-
resonance in the nonlinear systems with time-dependent frequency detuning. The second problem is 
the targeted energy transfer in nonlinear systems with time-varying parameters. The latter problem in 
the conservative limit is mathematically similar to that for nonlinear quantum tunneling. 

The presented results allow making some general conclusions. 
The conventional classification of the problems of mathematical physics (in the oscillation and 

wave theory) draws first of all a sharp distinction between linear and nonlinear models. Such a distinc-
tion is caused by understandable mathematical reasons, including the inapplicability of the superposi-
tion principle in the nonlinear case. However, in-depth physical analysis allows us to introduce an al-
ternative basis for the classification of oscillation problems, focusing on the difference between the 
stationary (or non-stationary, but non-resonance) and resonance non-stationary processes. In the latter 
case, the difference between the linear and nonlinear problems is not so fundamental, and a specific 
technique, efficient in the same degree for description of both linear and nonlinear resonance non-
stationary processes, can be developed. The existence of an alternative approach in the framework of 
the linear theory seems unexpected. Really, the superposition principle allows us to find a solution 
describing arbitrary non-stationary oscillations as a combination of linear normal modes, which cor-
respond to stationary processes. However, in the systems of weakly coupled oscillators, in which reso-
nant non-stationary oscillations are possible, the LPT as another type of fundamental solution can ex-
ist. It describes the strongly modulated non-stationary oscillations with using a specific mathematical 
tool. We demonstrate that the LPT concept suggests a unified approach to the study of such physically 
different processes as strongly non-stationary energy transfer in a wide range of classical oscillatory 
systems and quantum dynamical systems with constant and time-varying parameters. Furthermore, 
this analogy paves the way for simple mechanical simulation of complicated quantum effects. 
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Abstract. Recurrence plots and derived techniques are powerful and modern time series analysis tools with 
a wide applicability. Recent developments have linked recurrence plots with complex networks analysis, thus, 
providing new and complementary measures of complexity for time series analysis. The complex network meas-
ures are related to geometrical and topological properties of the phase space representation of the dynamics. Re-
cent applications have demonstrated the potential for data classification (e.g., for medical diagnosis), transition 
analysis (e.g., for detecting paleoclimatic regime transitions), or coupling analysis (e.g., for identifying coupling 
directions or indirect couplings). 

Introduction 

In the last two decades, the method of recurrence plots has been developed as a powerful approach 
to investigate complex dynamics [1, 2]. A recurrence plot (RP) is the graphical representation of a bi-
nary symmetric square matrix that encodes the times when two states x(i) and x(j) are in close proxim-
ity (i.e., neighbours in phase space) 

 
Based on such a recurrence matrix R, a large and diverse amount of information on the dynamics 

of the system can be extracted and statistically quantified (using recurrence quantification analysis, 
dynamical invariants, etc.) in order to study dynamical properties, complexity, dynamical transitions, 
synchronization, or indirect couplings. The potential of the RP based time series analysis has been 
shown by numerous applications in various disciplines, such as cardiophysics [3], ecology [4], econo-
physics [5, 6], engineering [7, 8], etc. RP based techniques often provide useful results even when ap-
plied to short and non-stationary data, which is often a critical issue when studying real world data.  

Complex network based time series analysis 

During the last years, increasing efforts have been spent on applying network-based concepts also 
for the analysis of dynamically relevant statistical properties of time series (e.g., cycle networks, corre-
lation networks, visibility graphs [9]). A widely used approach is to identify the recurrence matrix R 
as the adjacency matrix of a complex network. The time points of the states are, thus, the nodes of the 
network. Links in the network correspond to close states in the phase. This procedure allows us to ap-
ply new quantitative characteristics (such as average path length, clustering coefficient, or centrality 
measures of the recurrence network) providing complementary information about the topological 
properties of the attractor of the dynamical system. 

 

 
Fig. 1. (A) Phase space trajectory of the Lorenz system, the corresponding (B) recurrence plot,  

and (C) complex network as derived from the recurrence plot 

The probably most interesting complex network measure for this purpose is the transitivity coeffi-
cient T 
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measuring the probability that two neighbours of a node are also linked. Such probability will be high 
for phase space trajectories evolving parallel for a long time, but low for quickly diverging phase 
space trajectories. Therefore, roughly speaking, this measure can be interpreted in the sense of regular-
ity of the dynamics. In fact, it can be shown that T is related to the dimension of the attractor in phase 
space [10] and that it can be used for studying coupling directions [11]. 

Application example 

Long-term variations in aeolian dust deposits are related to changes in terrestrial vegetation and 
are often used as a proxy for changing climate regimes in the past. In the presented example, marine 
terrigenous dust flux records from the Ocean Drilling Programme (ODP) surrounding Africa are used 
to infer changes in African climate during the last 5 Ma. The complex network measures applied to 
these time series enable us to identify three epochs with transitions between qualitatively different 
types of environmental variability in North and East Africa [12, 13]. These environmental regime 
shifts coincide statistically significantly with major steps in hominid evolution, suggesting that the 
observed shifts between more regular and more erratic environmental variability may have acted as a 
trigger for rapid change in the development of human kind in Africa. 

 
Fig. 2. (A) Dust flux records from surrounding Africa analysed by complex network measures  

(B) transitivity and (C) average path length. Environmental regime transitions coincide  
with (D) lake high stands and (E) hominin evolution steps 
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Abstract. We consider the impact of the delayed coupling on the collective dynamics of modular neural 
networks. Each module with complex topology contains excitatory and inhibitory neurons displaying irregular 
spiking sequences. Different modules are connected by relatively sparse excitatory delayed coupling. We found 
a dual role of the inter-module coupling delay in the collective network dynamics. First, with increasing time 
delay, in-phase and anti-phase regimes of the modular activity alternate. Second, the average frequency of the 
collective oscillations in each of these regimes decreases with increasing inter-module coupling delay. 

Many natural systems are generally organized as complex networks of interconnected units. Inter-
esting results were obtained relating to topological features of networks, for instance the fact that a 
number of networked systems – from neural and gene to social networks and the Internet – exhibit the 
same characteristics (e.g., the small world phenomenon). Recently, a more realistic and complicated 
class of networks began to be explored – dynamical networks. In this case not only complex topology 
is taken into account but also dynamics of nodes and links. The topical problem is the interplay be-
tween network complexity and individual nodal dynamics: what is the influence of both of them on 
collective network dynamics? The problem considered in this paper is the influence of structure mod-
ularity and delayed coupling on the collective behavior of spiking neural networks [1]. 

 

 
Fig. 1. (a) Schematic structure of a modular network consisting of two interacting subnetworks.  

(b) Example of the waveform of individual nodes 

An example of a modular network is shown schematically in Fig. 1a. Such a model reflects the 
property of cortical networks that are spatially remote from each other and thus they interact with time 
delay. Each module consists of N = 100 active nodes coupled with each other by directed links which 
model the chemical synapses. Following the experimental observations, we set 80 % of the total num-
ber of neurons sending excitatory connections, and the rest 20 % of neurons inhibitory ones. We con-
sider three different algorithms for generating an intra-module connection topology – a random Erdös-
Rényi, small-world Watts-Strogatz, and scale-free Barabási-Albert network (the latter is shown sche-
matically in Fig. 1a) – each of them more or less reproduces structural properties of real neural net-
works. The connections between the modules are random and relatively sparse: 5 % of nodes in one 
module send directed excitatory links to random nodes of another module.  

Dynamics of the nodes is described by the following two-dimensional discrete-time system 
(a map) [2]: 
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Here the variable x describes qualitatively the membrane potential dynamics of a nerve cell, and y is 
responsible for the total effect of all ionic currents. F(x) is a cubic function, H(x) is a Heaviside step 
function, and ε, β, d, and J are control parameters. We chose the parameters so that the system should 
generate irregular spike sequences shown in Fig. 1b. 

Consider the collective dynamics when the modules are coupled with delayed excitatory links. We 
gradually increase the delay τ starting from zero keeping constant the coupling strength and other pa-
rameters. For small spiking, the events depicted in Fig. 2a occur in a rather regular manner, although 
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at the individual level the rastrograms are stochastic. Synchronous behavior appears at the modular 
level shown in Fig. 2b where the waveforms of the average modular activity are shown. With a further 
increase of delay, we first observe incoherent spiking behavior and then another type of regularization 
– asynchronous modular oscillations (Fig. 2c, d).  

 

 
Fig. 2. (a, c) Spike rastrograms and (b, d) waveforms of the average modular activity 

for time delay (a, b) τ = 10 and (c, d) τ = 50 

To characterize numerically the phenomena observed we use a simple synchronization parameter σ 
and plot spectra of average modular activity. The value of σ is equal to 1, if two burst-like modular 
oscillations are in-phase and σ is equal to 0 if they are anti-phase. Figure 3a shows the alternation of 
in-phase and anti-phase regimes as the delay increases. Another counterintuitive result shown in 
Fig. 3b is that within each of the regimes the average modular frequency decreases. This effect is 
observed for all three types of network topology considered. 

 

 
Fig. 3. (a) Modular synchronization parameter  

and (b) spectrogram of the average modular activity versus coupling delay τ 

Thus, we found a dual role of the inter-module coupling delay in the collective network dynamics. 
First, with increasing time delay, in-phase and anti-phase regimes, where individual spikes form 
rhythmic modular burst-like oscillations, alternate with each other. Second, the average frequency of 
the collective oscillations in each of these regimes decreases with increasing inter-module coupling 
delay.  
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Abstract. Typically in considerations of globally coupled oscillator populations one considers narrow fre-
quency distributions. In this talk results for heterogeneous populations consisting of subpopulations at different 
natural frequencies are discussed.  

Kuramoto model and its numereous generalizations describe the dynamics of the phases of self-
sustained oscillators with close frequencies and global sinusoidal coupling. In contrast to previous 
works, we consider the case of multifrequency oscillator communities, where natural frequencies of 
interacting groups differ significantly. In this setup we cannot use a standard method of averaging 
since communities have strongly diverse periods of oscillations. In our work we extend the theory for 
two different cases of multifrequency populations in the phase approximation: 

(i) in the first part we focused on the non-resonant interaction. In this case we assume that there are 
several groups of oscillators and that the frequencies within each group are close to each other but are 
strongly different between the groups. In this situation, the coupling within the group is resonant, like 
in usual Kuramoto-type models, but the coupling between the groups can be only non-resonant. We 
employed the Ott-Antonsen theory and demonstrated a variety of possible nontrivial regimes due to 
nonresonant interaction: coexistence and bistability of synchronous states as well as periodic oscilla-
tions. For a large number of interacting groups, more complex states appear: a stable heteroclinic cycle 
and a chaotic regime. 

(ii) In the second part of the work we have considered the case of resonant interaction, where basic 
population frequencies strongly diverse from each other, but are in a combinational resonance. We 
focused in this work on a detailed description of the most elementary three-community “triplet” reson-
ance. This is accomplished by using the Ott-Antonsen ansatz allowing one to write a closed system for 
complex order parameters for certain cases. Remarkably, for the triplet of populations the inter-
community interaction not only shifts relative phases of the communities mean fields, but influences 
internal synchrony within communities. 
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Abstract. Segmented patterns are formed in different systems: physical, chemical, biological. First we give 
examples of segmented patterns observed in living systems and discuss possible mechanisms of their formation.  
Then we suggest three possible mechanisms for formation of segmented waves and spirals observed in the Be-
lousov-Zhabotinsky reaction dispersed in a water-in-oil microemulsion. The first mechanism is caused by inte-
raction of two coupled subsystems, one of which is excitable, and the other one has Turing instability. For the 
second mechanism we suggest ”splitting” of the traveling wave in the vicinity of the bifurcation point of codi-
mension-2, where the boundaries of the Turing and wave instabilities intersect. Finally we show that segmented 
waves can emerge in some simple two-component reaction-diffusion models with more than one steady state. 

Segmentation is characteristic for systems of different nature. A great variety of segmented 
patterns is demonstrated by living systems. For instance, one can mention insects, flowers, seashells, 
various species of seaweed, pigmentation of the animal skin. Nice examples of segmented patterns are 
presented by growing colonies of some microorganisms – bacteria and amoebae. A very important 
example is vertebrate somitic segmentation in higher animals. Mechanisms of segmentation may be 
quite different. Nowadays some of them are well established while others need clarifying. It is as-
sumed that segmented patterns on animal coats are caused by Turing instability. Patterns formed by 
aggregating cells of bacteria Escherichia coli are due to chemotaxis. Somites in the course of 
vertebrate segmentation are formed sequentially in space and time as a result of bulk oscillations in the 
presumptive mesoderm. 

Segmented patterns are observed also in chemical systems. An interesting example of such 
patterns are segmented or dashed traveling waves first observed in the Belousov-Zhabotinsky reaction 
dispersed in a water-in-oil aerosol OT microemulsion, the so called BZ-AOT system. This system was 
developed by a group of V. Vanag and co-workers [1]. It demonstrates a remarkable variety of pattern 
formation phenomena, many of them previously unobserved in other reaction-diffusion systems. In 
particular for the first time the waves were obtained which in the course of propagation split into seg-
ments of certain scale – the so-called dashed and segmented waves. They were observed in the freshly 
made microemulsion and disappeared after 2–3 hours [2, 3]. Segmented waves were also discovered in 
a chlorine dioxide-iodine-malonic acid reaction [4] and in a reaction-diffusion-convection system [5]. 

Below we analyze possible mechanisms for segmented wave formation [6]. 

Interaction of excitability and Turing instability 

We consider the case of a spatially-distributed system which is a combination of two subsystems: 
one corresponding to the excitable medium and the other potentially (for corresponding parameters) 
having Turing instability. The first subsystem parametrically influences the second one transferring it 
into unstable state. For the first subsystem we have chosen the FitzHugh-Nagumo model with the 
single excitable steady state which for appropriate initial conditions generates a spiral wave. For the 
second subsystem we explored either Brusselator (as is shown in Eq. 1) or another FitzHugh-Nagumo 
model with one of the parameters depending on the variables of the first subsystem.  
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where ,
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c  bc is the value of the parameter b corresponding to the Turing bi-

furcation.  
Numerical simulations demonstrate that depending on the properties of the interacting subsystems 

and values of the parameters used this mechanism is able to produce a variety of segmented waves 
differing in shape and size of segments. 

Traveling wave segmentation near the Turing and wave bifurcations codimension-2 point 

In the vicinity of the point of intersection in parametric space of the boundaries of Turing and 
wave bifurcations a wave can be presented in the form of superposition of corresponding modes: 

..)()( cceAeAAu(r,t) rkwti
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rkwti
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WWT +++= −+  Here TA  is the complex amplitude of the mode 
corresponding to the wave vector Tk , which became unstable due to the Turing bifurcation; LR AA ,  
are complex amplitudes of modes corresponding to equal in magnitude but opposite in direction wave 
vectors Wk±  and frequency w , which became unstable due to the wave bifurcation. 

Assuming that both bifurcations are supercritical, we can describe the dynamics of interacting 
modes by amplitude equations. Depending on the parameters these equations have several stable 
stationary solutions corresponding to different regimes: stationary Turing patterns, propagating waves 
and a mixed regime, when both a stationary pattern and a traveling wave coexist. The latter is just the 
case when a Turing pattern is superimposed on a traveling wave resulting in its “splitting” into 
segments. 

Segmented waves in two-component reaction-diffusion models with multiple steady states 

This mechanism was suggested in [2]. The authors explain segmentation of the wave by 
interaction of the excitable state and the state which demonstrates the so-called pseudo-Turing 
instability. (The interval of unstable modes includes the zero mode corresponding to uniform 
oscillations.) In numeric experiments they obtained segmented waves in the Gray-Scott model and in 
Oregonator [2, 3]. We obtained a segmented wave in the FitzHugh-Nagumo model in the case when it 
has three stationary states: 
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Analysis of these equations has shown that in the case of constant values of parameters it is im-
possible to meet the conditions of both excitability (small ε), on the one side, and pseudo-Turing insta-
bility, on the other side. It becomes possible if one of the parameters, say ρ, is not constant: 
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ρ . However, the range of parameters enabling segmented wave formation for this 

mechanism appears to be very narrow. 
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SYNCHRONIZATION AND CONTROL IN NETWORKS  
OF STOCHASTICALLY COUPLED OSCILLATORS 

M. Porfiri  
New York University Polytechnic School of Engineering, Brooklyn, NY 11201 

Abstract. The study of synchronization has attracted the interest of researchers from different fields of 
science and engineering for its pervasiveness across natural and technological settings. While most of the exist-
ing research has focused on static networks, in many instances, the coupling strength or the network topology 
may vary in time. In this presentation, we focus on stochastic networks, and we specifically address mean square 
synchronization of networks of chaotic maps. We demonstrate the possibility of formulating a master stability 
function for a class of stochastic networks and we offer a toolbox of close-form results to study blinking net-
works and stochastic pinning control.  

Introduction 

Synchronization is ubiquitous in both natural and technological settings. Synchronization has been 
observed in a large range of phenomena, spanning from biological systems, including animal group-
ing, fireflies’ blinking, animal gaits, heart stimulation, epidemiology, and neural activity, to secure 
communications, chemistry, meteorology, and optoelectronics [1, 2]. Despite the vast technical litera-
ture on synchronization, the large majority of available studies has focused on dynamical systems that 
are coupled via static networks, whose topology and coupling strengths do not vary in time [1, 2].  

Understanding synchronization over time-varying networks is a relatively untapped research ques-
tion, with potential impact in improving our capacity of modeling complex systems and engineering 
adaptive networks [3]. For example, chaos synchronization over time-varying deterministic network 
topologies has been considered in [4], while stochastic networks have been examined in [5]. These 
studies have remarkably contributed to our understanding of synchronization over time-varying net-
works, by establishing a set of conditions for synchronization based on the node and the network dy-
namics.  

However, many research questions are yet to be addressed, including the role of the time scale of 
the network dynamics on synchronization as well as the possibility of controlling the synchronized 
state of the system. Here, we seek to offer some answers to these questions by summarizing recent 
work at New York University [6–11]. We focus on the synchronization of N chaotic maps, whose in-
dividual dynamics is governed by x(k + 1) = F(x(k)) where x ∈ Rm is the oscillator state, F is a nonli-
near function describing the system dynamics, and k is the time variable. The oscillators are coupled 
through a stochastically switching network described at time k by the graph Laplacian L(k) = = [Lij (k)] 
∈ RN×N with i, j = 1,…, N. The equations of motion read 

   (1) 

where i = 1, . . . , N, H is the coupling function, and ε is the positive coupling strength.  

Approach 

Our analysis is based on the linear stability of the synchronization manifold in the mean square 
sense, whereby we linearize the system dynamics in the neighborhood of a synchronized trajectory 
and then study the mean square stability of the error dynamics. For switching networks characterized 
by independent identically distributed graph Laplacians, mean square stability of the error dynamics 
corresponds to the stability analysis of a time-varying deterministic system for the evolution of the 
error autocorrelation. Importantly, the error autocorrelation is a vector in RmN×mN, which results into the 
analysis of a far larger system. While the analysis of such a system is generally very challenging, 
closed-form analytical results can be established in a few important scenarios. 

Results 

First, we consider networks of so-called conspecific agents [9], for which: i) the cardinality of an 
agent’s neighbor set and the weights assigned to its neighbors are given by two jointly distributed ran-
dom variables; and ii) the neighbors of an agent are selected with equal probability. The fact that each 
dynamical system is virtually not able to distinguish among others is the reason why we have selected 
the name “conspecific agents.” Such networks include classical Erdos-Renyi random networks and 
numerosity-constrained networks, which we have proposed to investigate the role of perceptual nume-
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rosity on collective behavior of animal groups [6]. For networks of conspecifics agents, we extend the 
master stability function [12] to a stochastic setting. Similar to the classical MSF for static networks, 
our stochastic MSF allows for assessing synchronization in terms of network spectral properties. 
Computation of the MSF involves the estimate of the Lyapunov exponents for an auxiliary dynamical 
system as a function of two independent parameters that are related to the spectral properties of the 
expectation and autocorrelation of the coupling matrix. We illustrate the results through simulations on 
chaotic Henon maps coupled through a numerosity-constrained network. 

As a second case study, we consider blinking networks consisting of an undirected and un-
weighted pristine static network and stochastic on-off couplings between any pair of nodes. These in-
termittent couplings have probability p to be switched on at any instant in time and they are indepen-
dent of each other. The blinking model was originally introduced in [5] for a pristine network consist-
ing of a regular lattice of cells with constant 2K-nearest neighbor couplings. Therein, sufficient condi-
tions for global chaos synchronization in a continuous-time setting are proposed based on Lyapunov 
stability theory. Focusing on the linear stability of the synchronization manifold in a mean square 
sense and assuming that the inner coupling H equals the node dynamics F, we establish tractable ne-
cessary and sufficient conditions for synchronization. Specifically, by projecting the variational equa-
tions on the eigenvectors of a higher order state matrix, we establish a necessary and sufficient condi-
tion for synchronization based on the largest Lyapunov exponent of the map and the spectral radius of 
such matrix. By leveraging classical eigenvalue bounds, we finally establish tractable conditions that 
can be used for dissecting the role of p on synchronizability as a function of the pristine network to-
pology. Such conditions are tested on chaotic Henon maps, with a lattice as the pristine network. 

Finally, we investigate the controllability of static networks of coupled maps through stochastic 
pinning. In this node-to-node control scheme [13, 14], the network dynamics are tamed onto a desired 
trajectory through a feedback control input that is applied stochastically to the network nodes. The 
problem is similar to the blinking model, whereby the time-varying network is composed of a pristine 
static network and stochastic on-off coupling. The pristine network is associated with the target net-
work, while on-off coupling corresponds to one-directional links between the pinner and pinned 
nodes. The network controllability is investigated by analyzing the local mean square stability of the 
error dynamics with respect to the desired trajectory. Through the analysis of the spectral properties of 
relevant matrices, a toolbox of conditions for controllability is obtained, involving the individual 
maps, spectral properties of the target network, and the probability distribution of the pinning control. 
With reference to networks of Chirikov standard maps, we demonstrate the use of these conditions in 
the design of stochastic pinning control strategies. 
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ON HYPERSTABLE INTERCONNECTIONS 
(FROM THE LEGACY OF V.M. POPOV) 

V. Rasvan 
University of Craiova, Craiova, Romania, vrasvan@automation.ucv.ro 

Abstract. The role of the interconnections in analysis of complex systems is emphasized in the context of 
hyperstability theory (hyperstable interconnections) and dissipativeness theory (neutral interconnections). It is 
conjectured that neutral/hyperstable interconnections are preserving individual properties in various structures of 
oscillators connected through a graph – as considered within the synchronization theory. 

Hyperstability and hyperstable interconnections 

V.M. Popov has achieved a worldwide fame due to his frequency domain inequality ensuring ab-
solute stability of the nonlinear systems with sector restricted nonlinearities (Lurie type systems) with 
all its extensions (several nonlinear functions, several equilibria, time delay, distributed parameters) 
and additional applications (forced and self-sustained oscillations, dissipativeness). Less known is his 
pioneering, almost unique introduction and development of the concept and of the theory of the hyper-
stability blocks and systems. As pointed out in the Preface of his book [1], he “starts from the usual 
point of view of the control engineer who likes to have at his disposal a wide range of elements capa-
ble of being combined in various ways to form control systems as complex as desired but who does 
not like to burden his creative imagination with instability problem”. These desired elements might be 
the hyperstable blocks. The block interconnections preserving the stability that have been pointed out 
by Popov himself are the feedforward and feedback interconnections. In a rather uncirculated paper 
[2] he introduced a third kind of interconnections – the triplet (which connects three blocks unlike the 
other ones connecting two blocks). For blocks with a single input and output these interconnections 
are independent and may be viewed as “bricks” for describing/building more complex interconnec-
tions. 

Dissipativeness and neutral interconnections 

Dissipativeness theory appears to be in close connection with hyperstability theory. In fact there 
exist at least three concepts of dissipativeness [3] but we refer here to that introduced in [4] and devel-
oped further by subsequent authors with particular reference to control engineering. In fact the so 
called “supply rate” of the dissipativeness theory is nothing more than the integrand of the integral 
(cumulative, if discrete time systems are considered) index of the hyperstability theory. Among the 
concepts of [4] one may find the “neutral interconnections” for which the sum along the blocks of the 
structure of the supply rates is zero, exactly as in the case of the hyperstable interconnections. The 
class of neutral interconnections appears however as a broader class of interconnections that not only 
integrates the elementary hyperstable interconnections but may incorporate interconnections defined 
by nonlinear relations between variables. 

Synchronization theory and its interconnections 

The more recent and independently developed theory of synchronization relies on considering 
complex structures as underlined by a connection graph whose vertices are “oscillators” (e.g. [5]), i.e. 
dynamical systems, more or less identical, whose properties may be established by standard methods. 
It is then required to check preservation of individual properties in the global structure. The natural 
conjecture unifying the aforementioned types of interconnections would be that neutral/hyperstable 
connections are preserving the individual properties of the oscillators. A quite straightforward while 
classical example is the stability of the nuclear reactors with coupled active zones considered in [6]; 
interesting enough, such an instrument as the rearrangement inequalities can suggest new types of in-
terconnections that preserve stability. It thus appears that, at the conceptual as well as at the instrumen-
tal level it is important to unify synchronization theory with hyperstability and dissipativeness (which 
as stated, contain the “bricks” of structure building). On the other hand, there is a contradiction be-
tween the aims of the control engineer who is interested in regular behavior such as stable equilibria, 
stable oscillatory regimes a.s.o. and other requirements which are oriented to more complex phenome-
na (we mention but the Turing instability which may account for pattern generation). Hyperstable and 
neutral interconnections seem oriented to the first class of problems but they give only sufficient con-
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ditions for stability and/or stable oscillations. Other phenomena are characterized by using bifurcation 
theory. The presumable gap between the two kinds of behavior may suggest new development. 
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THE EFFECT OF COHERENCE RESONANCE  
IN DIFFERENT TIME-DELAYED SYSTEMS 

V.V. Semenov, A.V. Feoktistov, and T.E. Vadivasova  
Saratov State University, Saratov, Russia, semenov_v_v@list.ru 

Abstract. The effect of coherence resonance is studied in different time-delayed systems. The possibility to 
control the coherence resonance by changing time-delayed feedback parameters is shown in numerical and full-
scale (physical) experiments. The observed effects are exemplified for the excitable FitzHugh-Nagumo oscillator 
and the van der Pol oscillator with subcritical Andronov-Hopf bifurcation, which is not an excitable system. The 
behavior of these systems is analyzed in terms of stochastic bifurcations. The numerical and experimental results 
are in a good correspondence, and this gives evidence of their reliability. 

Control of unstable or irregular states of nonlinear dynamical systems is one of the main problems 
of applied nonlinear dynamics and a central issue of current research. Particularly simple and efficient 
control scheme is time-delayed feedback control, introduced by Pyragas [1], which is also known as 
time-delayed autosynchronization (TDAS). This method is robust and universal to apply, easy to im-
plement experimentally, and it has been used in a large variety of systems in physics, chemistry, biol-
ogy, medicine and engineering [2–6].  

The possibility to control the coherence resonance by time-delayed feedback was numerically 
shown in [7] by using the FitzHugh-Nagumo model (1) with colored noise: 
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where ( )tξ  is a normalized source of white Gaussian noise and η (t) is a colored noise acting the Fitz-
Hugh-Nagumo oscillator. We have created the analog model of the system (1) for experimental verifi-
cation of the results which are presented in [7]. The results obtained in the full-scale experiments are 
very similar to the numerical results in [7]. Changing the time delay one can control the correlation 
time of the oscillations of the FitzHugh-Nagumo system in the regime of coherence resonance. This 
effect is detected from the observation of power spectrum evolution and dependence of correlation 
time on the delay. Time delayed feedback can make the oscillations more correlated or less correlated. 
The same result was obtained in the case of FitzHugh-Nagumo system driven by white Gaussian 
noise. 

The presented results correspond to the coherence resonance control in excitable systems. It will 
be interesting to carry out similar experiments for non-excitable systems which demonstrate the re-
gime of coherence resonance. The van der Pol oscillator with subcritical Andronov-Hopf bifurcation is 
an example of such system. This oscillator with time-delayed feedback was studied both in numerical 
and in full-scale (real) experiments. The equations of the system under study are the following: 
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The carried out numerical and full-scale experiments show that changing of time delay can control the 
correlation time of the oscillations of van der Pol oscillator with subcritical Andronov-Hopf bifurca-
tion in the regime of coherence resonance.  

The obtained results show that time-delayed feedback permits controlling the correlation of oscil-
lations in the regime of coherence resonance. This effect has a general character and is observed both 
in excitable and non-excitable systems.  
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THE AFRAIMOVICH-PESIN DIMENSION OF POINCARE RECURRENCES  
IN A CIRCLE MAP 

N.I. Semenova, T.E. Vadivasova, and V.S. Anishchenko 
Saratov State University, Saratov, Russia, harbour2006@mail.ru 

Abstract. It is first established that the dependence of the minimal return time on the vicinity size is univer-
sal for the golden and silver sections in a circle map and can be referred to as "Fibonacci's stairs". The theoretical 
result for the Afraimovich-Pesin dimension equality αC = 1 is confirmed for irrational rotation numbers with the 
measure of irrationality μ = 2. It is shown that some transcendental numbers (ω = e, ln2, π) are Diophantine and 
have the measure μ = 2. It is also confirmed that the calibration function 1/t cannot be applied for Liouvillian 
numbers. All the obtained features hold for both the linear and nonlinear circle map. 

The analysis of Poisson-stable systems is one of the classical problems of dynamical systems. The 
recurrence of phase trajectories in the neighborhood of a selected initial state has been proved for this 
kind of systems and the term “Poincaré recurrences” has been introduced [1]. The theory of Poincaré 
recurrences describes the statistics of return times both in the neighborhood of a given initial state 
[2, 3] (the so-called local approach) and in the whole set of the phase trajectories of the system [4–6] 
(the so-called global approach). In the latter case, Poincaré recurrences are characterized by dimension 
of return times (Afraimovich-Pesin dimension) [6]. In the framework of the global approach the return 
time statistics depends on the topological entropy hT. In the global approach, the whole set of phase 
trajectories of a dynamical system is covered with cubes (or balls) having size ε « 1. A minimal return 
time to the ui-neighborhood τinf(ui) is defined for each covering element ui (i = 1, 2, …, m). Then the 
mean minimal return time is calculated over the whole set of covering elements ui [7–9]. 

It was established in [4] that  
/1

inf ( ) ~ ( ),Cd α−τ ε φ ε                                                      (1) 
where d is the fractal dimension of the set, αC is the AP dimension of the sequence of return times, φ is 
the gauge function whose form depends on the topological entropy hT and can be defined by one of the 
following forms: 

2( ) ~ 1 ,    ( ) ~ exp( ),    ( ) ~ exp( )...t t t t t tφ φ − φ −/                              (2) 

It was shown in [4, 6] that for hT = 0 the gauge function is φ(t) ~ 1/t. Then the following law is valid 
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We consider a particular example of a minimal set that is produced by the circle map 

π2 mod    ,sin1 nnn K Θ+∆+Θ=Θ + ,                                       (4) 

where Δ and K are the parameters of the map. The circle map of type (4) is a reference model of a 
wide class of dynamical systems with quasiperiodic behavior. The trajectories of (4) are characterized 
by a rotation number. 

In the case K = 0 the trajectory is rotated by a constant angle Δ per iteration. Thus, the rotation 
number can be defined as ω = Δ/2π. An irrational value of ω is associated with quasiperiodic trajecto-
ries which are everywhere dense on a circle, and the distribution p(Θ) is uniform on the interval 0 ≤ Θ 
≤ 2π. Therefore, we do not need to calculate the mean value of τinf. For K = 0, the ergodic set {Θn} is 
characterized by hT = 0, i.e., it is an ergodic set without mixing. 

All irrational numbers can be divided into transcendental and algebraic numbers. The latter can be 
exampled by n1/k, where n and k are natural numbers. The numbers that are not algebraic are said to be 
transcendental (π, e, ln2, and others). Irrational values of ω can be approximated by the ratio of two 
integers mi/ni. This method is said to be the method of rational approximations and the ratio is called 
the ith convergent of a continued fraction. An irrational rotation number ω is said to be Diophantine if 
the approximation error obeys the inequality 

µω nCnm // <− ,                                                      (5) 
where m/n is a convergent from a set of pairs of integers mi and ni, 2 ≤ μ < ∞ is the measure of irratio-
nality, C is a constant. Otherwise, ω is Liouvillian number. For the circle map 

.1d   ,1   ,ln )(/~)(ln inf =<<− εεωνετ d                               (6) 
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Here ν(ω) is the maximal rate of Diophantine approximations of an irrational rotation number. 
Comparing (3) and (6) we obtain that ν(ω) = αC in the considered set. 

We calculate the dependence ‹τinf(ε)› on the set {Θn} of the map (4) for K = 0 and ω which is equal 
to the golden ratio, i.e. ω = (51/2 – 1)/2. The numerical results for τinf(ε) are shown in Fig. 1. As can be 
seen from the figure, this dependence looks like a step function, which can be referred to as the “Fibo-
nacci stairs”. We have found that it has several features, including: 

1. When ε decreases, the sequence of τinf(ε)  strictly corresponds to the basic Fibonacci series. 
2. When ε changes within any stairs step, three return times τ1< τ2< τ3 exist τ3 = τ1 + τ2, and 

τ1 = τinf.   
3. The lengths and heights of the stairs in Fig. 1 are universal and equal to –lnω. 

 
Fig. 1. “Fibonacci stairs” for the circle map in the case of the golden ratio 

Similar results were obtained for the silver ratio ω = 21/2 + 1. The differences are that for the silver 
ratio the sequence of minimal return times obeys the Pell law. The golden and silver ratios are alge-
braic Diophantine numbers with the measure of irrationality μ = 2. For the other algebraic Diophantine 
numbers ω = 21/3, ω = 71/3 the universal geometry of the Fibonacci stairs is not valid. However, the 
other conclusions are still valid. It has been shown numerically that for Diophantine numbers with the 
measure of irrationality μ = 2, the AP dimension αC coincides with the rate of Diophantine approxima-
tions ν(ω) equal to 1. This conclusion is valid for the circle map (4) in both the linear (K = 0) and the 
nonlinear (K > 0) case. For transcendental Diophantine numbers e, π, π/100 and ln2 the situation is 
similar. Calculating the slope of Fibonacci stairs both by averaging and theoretically gives αC = ν(ω) = 
1.0. This implies that π and e are Diophantine numbers with measure of irrationality μ = 2. Numerical 
results for transcendental Liouvillian number ∑∞

=
−=

0
! 10

i
iω  attest that μ→∞. In this case φ(t) ~ 1/t 

cannot be considered as a gauge function. We only know that (6) does not hold for Liouvillian num-
bers and this fact corroborates the theoretical results [4, 6]. In addition, we have studied the Poincaré 
recurrence statistics for a stroboscopic section of a nonautonomous van der Pol oscillator. The results 
show a complete analogy with the properties of recurrences in the linear circle map. 
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Abstract. We study spontaneous activity in networks formed by interconnected aggregates of neurons 
(‘clustered neuronal cultures’). We monitor spontaneous activity using high-resolution fluorescence imaging. 
Network’s dynamics is characterized by collective episodes of activity in which groups of clusters fire sequen-
tially in a short time window. The functional connectivity of the network is drawn from the observed dynamics, 
picturing a circuitry that is both directed and weighted. These functional networks have distinct topological 
properties, in particular the existence of assortativity traits and a ‘rich-club’ core. Our work illustrates the attrac-
tiveness of a relatively simple experimental system to explore complexity in neuronal networks. 

Introduction 

Activity in a neuronal network is governed by the interplay between the intrinsic neuronal dynam-
ics and the neuronal interconnectivity. The wiring of the network not only shapes the collective activi-
ty of the network, but delineates a number of traits that are essential for the functioning 
of the circuit, from information processing to resilience to perturbations and damage. The analysis 
of all these aspects has been tackled in the last years with the assistance of network theory, 
which has provided a number of network measures that describe the major topological traits of the 
neuronal system under study. The distribution of connections in a network, clustering coefficients, 
the existence of hubs, assortativity traits, or the ‘rich club’ phenomena are some of the network meas-
ures that have elegantly described systems as diverse as the human brain, genetic networks or social 
friendship.  

To further understand the importance of these measures to describe and predict the behavior of 
neuronal systems, more accessible systems in the form of neuronal cultures have gained substantial 
interest in the last decades. Indeed, neurons from the cortex or other brain areas can be dissociated, 
seeded over a substrate, and cultured along several weeks. Neurons self-organize, connecting to one 
another to create a de novo neuronal network with rich spontaneous activity patterns. Here we show 
how a particular configuration of a neuronal culture can be used as a model system to investigate func-
tional connectivity in neuronal circuits and its interrelation with the underpinned structural one, and to 
probe the resilience of the network to damage.  

Experiments 

Our neuronal cultures are formed by aggregates of tightly packed neurons termed clusters (Fig. 
1A), which connect to one another to shape a web of easily identifiable nodes. The cultures are con-
fined within 3 mm diameter wells to access the entire network and monitor all the clusters simulta-
neously. Clustered networks form quickly, and by 4–5 days after the seeding of the neurons the net-
work shows a rich spontaneous activity. We record this activity using high-speed calcium imaging 
(Fig. 1B), a technique that reveals the activation of neurons (or clusters in our case) as an intense in-
crease in their brightness. A typical experiment contains on the order of 40 clusters. We typically 
record spontaneous activity along 1 h, and with 10 ms temporal resolution.  

Spontaneous activity is characterized by episodes of collective activity in which a group of clusters 
fire sequentially in a short time window. Figure 1C depicts the variations in fluorescence amplitude for 
5 clusters along 3 min of recording. The clusters’ activations are revealed by sharp peaks in the signal. 
We denote by bursts these sequences of activation (yellow box in the figure). The clusters that partici-
pate in a given sequence, and even the order of the cascade of activations, vary along the recording, 
although some sequences have a tendency to appear more often than others. In the depicted example, 
clusters 2-3-4 shape the first burst, and clusters 1-5 the second. Clusters 2-3-4 participate in other se-
quences, revealing the existence of persistent functional couplings between clusters.  

Invited 



82 

 
Fig. 1. Clustered neuronal culture. (A) Bright-field image of a typical culture prepared within a 3 mm 
diameter well. The aggregates of neurons or clusters appear as dark circular objects. Connections be-
tween clusters are visible as straight filaments. (B) Corresponding fluorescence image. Firing episodes 
are revealed by a strong increase in the brightness of the clusters. (C) Representative fluorescence traces 
for five clusters (labeled 1 to 5), and along 3 min of spontaneous activity. Sharp increases in the fluo-
rescence amplitude reveal the ignition of a cluster. The yellow box highlights a burst, i.e. a group of 
clusters that fire sequentially in a short time window. (D) Resulting functional network, built from the 
analysis of time delays between consecutive clusters’ activations. Statistics is based on 135 bursts. The 
size of the nodes is proportional to their actual size for easier comparison.  
The lines (functional links between clusters) are thickness coded according to their weight 

Functional networks, ‘rich club’ and resilience to damage 

The time delays between clusters’ activations in a sequence can be used to construct a functional 
map of cluster-to-cluster interactions in the network. As can be observed in the yellow box of Fig. 1C, 
cluster #5 fires first, followed by 2-3-4, which get activated very closely in time. It is plausible to as-
sume that cluster #2 was strongly influenced by clusters #3 and #4 given their temporal proximity, but 
weakly influenced by #5 given the relatively long time delay. More formally, in our construction we 
assign a functional link to all pairs of clusters within a sequence, and weighting each link according to 
a function that sharply decreases with the time spanned between clusters’ activations. The obtained 
values are finally averaged over all the sequences. Figure 1D shows the final functional network, 
which is directed and weighted. Note that those clusters that persistently fire together are coupled 
through very strong functional links. The details of the construction of the functional networks are de-
scribed in Ref. [1]. 

The analysis of the topological traits of the functional network reveals that the network is assorta-
tive, i.e. nodes preferentially connect to others with similar degree, providing weighted Pearson corre-
lation coefficients around 0.47 for 15 different network realizations [1]. We also observed that these 
networks exhibit the ‘rich club’ property [1], i.e. the interconnectivity of the nodes with the highest 
degree, which shapes a ‘connectivity backbone’ in the network that confers it resilient characteristics. 
Indeed, we observed that the clustered networks are more resistant to damage compared to other con-
figurations. The modular dynamics exhibited by the clustered networks, as well as their resilience to 
attack, suggests that this configuration enhances survival while maintaining a high flexibility and 
adaptability.  
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ABOUT LANDAU-HOPF SCENARIO IN ENSEMBLES  
OF REGULAR AND CHAOTIC OSCILLATORS 
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Introduction 
As is known, the Landau-Hopf scenario implies that the oscillatory modes with incommensurable 

frequencies emerge subsequently, which leads to increasingly more complicated oscillatory regimes 
[1, 2]. In this case, we can speak about a cascade of quasi-periodic Hopf bifurcations [3] responsible 
for the soft birth of the tori of increasingly higher dimension. The possibility of such a scenario 
remains largely debated for several decades. In this paper we discuss the conditions and situations, in 
which such a scenario can actually occur.  

When choosing a model to analyze, we have to take into account several important physical as-
pects. First, the oscillatory modes responsible for the dynamics must be characterized by different de-
grees of activation. For example, if we consider an ensemble of coupled van der Pol oscillators, we 
must introduce a set of parameters iλ  controlling the negative friction and select them appropriately to 
ensure conditions for gradual involving of the modes in the motion in the course of decreasing dissipa-
tion level. (In the context of the hydrodynamic problems it just corresponds to increasing Reynolds 
number.) Second, all the oscillatory modes have to be separated in frequency in sufficient degree. Oth-
erwise, essential interaction of the modes will occur, which can destroy the Landau-Hopf picture. 
Third and finally, it is desirable to have a situation, where the coupled oscillators are arranged in such 
way that they all are involved essentially in the interaction; it means that no preferable interaction of 
each concrete partial oscillator should occur, say, with spatially close neighbors, or with a different 
number of neighbors. If these three conditions are met, the control parameter of each single oscillator 

iλ  will regulate a certain quasi-periodic bifurcation. Otherwise, it might happen that due to the differ-
ent number of interacting neighbors the elements with a close level of activation would have essential-
ly different influence on the picture of the multi-frequency dynamics. 

Network of five coupled van der Pol oscillators 
Let us consider a model satisfying the above requirements. It will be a kind of network of five os-

cillators with global coupling and equidistant spectrum [4]:  
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Here iλ  are control parameters responsible for excitation of the partial oscillators, ∆ determines 
the frequency detuning of the oscillators, and the frequency of the first oscillator is unity. We set he-
reafter .5.0,4.0,3.0,2.0,1.0 54321 =λ=λ=λ=λ=λ   

Figure 1 shows the Lyapunov chart obtained for the model (1) on the parameter plane ),( µ∆ . Be-
cause of the structure of the system, the main resonance effects are actually excluded. In particular, no 
tongues of resonant tori of different dimensions similar to those mentioned, e.g., in Ref. [5] are ob-
served. The only pronounced tongue corresponding to a resonant two-frequency torus may be seen in 
the region 5.0≤∆  between the domains of the five-frequency tori and of the complete synchroniza-
tion. Interestingly, it is immersed in the region of chaos that occurs at small coupling. Here the three-
frequency, four-frequency, and partially the five-frequency tori are destroyed, although the chaos is 
weak. On the other hand, in the case of large detuning of the oscillators, 1≥∆ , with decreasing dissi-
pation parameter µ one can observe the appearance of all the tori of higher dimensions. Boundaries of 
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the relevant areas in the asymptotic ∞→∆  correspond to the values of the control parameters iλ=µ . 
Thus, a decrease in the parameter of dissipative coupling qualitatively corresponds to the pattern ex-
pected for the Landau-Hopf scenario. 

Network of five coupled chaotic Rössler oscillators 

Now let us consider a network of five coupled Rössler oscillators:  
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Here the parameter ∆ is responsible for the frequency detuning of the oscillators. Parameter n varies 
from 1 to 5.Values of the parameters p = 0.15, q = 0.4, r = 8.5 correspond to the chaotic regime in in-
dividual subsystems [6]. Lyapunov exponents chart for the system (2) is shown in Figure 2. At low 
coupling the hyperchaotic mode HC5 dominates with five positive Lyapunov exponents. With the 
increasing of coupling the number of positive exponents gradually decreases, and after the transition 
via HC4, HC3 and HC2 regimes usual chaos C arises. For even stronger coupling a complicated 
picture of alternating modes of different types may be observed, and tori of different dimensions are 
quite typical. At high frequency detuning, a cascade of quasiperiodic Hopf bifurcation is observed. It 
corresponds to the Landau-Hopf scenario [1, 2, 4]. But now the bifurcations follow quickly one after 
another, so that the scenario develops in a narrow range of coupling parameter. Nevertheless, we note 
the fact of possible Landau-Hopf scenario and a cascade of quasiperiodic bifurcations of invariant tori 
in coupled chaotic oscillators.  

  
Fig. 1. Chart of Lyapunov exponents for 
the network of five globally coupled non-
identical van der Pol oscillators (1), where 
λ1 = 0.1, λ2 = 0.2, λ3 = 0.3, λ4 = 0.4, λ5 = 0.5 

Fig. 2. Chart of Lyapunov exponents for the network 
of five chaotic oscillators (2). p = 0.15, q = 0.4, 
r1 = 7.3, r2 = 7.6, r3 = 7.9, r4 = 8.2, r5 = 8.5 

Conclusion 
Thus, under certain conditions, e.g. in the case of non-identical parameters of the active modes and 

of detuning for the modes in an ensemble of self-oscillating elements, one can observe a sequential 
cascade of soft quasi-periodic bifurcations involving tori of increasing dimension that can be regarded 
as occurrence of the Landau-Hopf scenario. At the same time, high-dimensional quasiperiodicity is 
typical not only for ensembles of oscillators with regular behavior, but also for dissipatively coupled 
chaotic oscillators.  
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Abstract. We study synchronization properties of coupled oscillators on networks that allow description in 
terms of global mean field coupling. These models generalize the standard Kuramoto-Sakaguchi model, allowing 
for different contributions of oscillators to the mean field and to different forces from the mean field on oscilla-
tors. We present the explicit solutions of self-consistency equations for the amplitude and frequency of the mean 
field in a parametric form, valid for noise-free and noise-driven oscillators. As an example we consider spatially 
spread oscillators, for which the coupling properties are determined by finite velocity of signal propagation. 

Synchronization of large ensembles of oscillators is an ubiquitous phenomenon in physics, engi-
neering, and life sciences. The most simple setup pioneered by Winfree and Kuramoto is that of global 
coupling, where all the oscillators equally contribute to a mean field which acts equally on all oscilla-
tors [1, 2]. In this study we consider a generalized Kuramoto-type model of mean field coupled oscil-
lators with different parameters for all elements. In our setup there is still a unique mean field H(t), but 
oscillators differently contribute to it with their own phase shifts βj and coupling factors Bj, and also 
the mean field acts on each oscillator with different phase shifts αi and coupling coefficients Ai. Addi-
tionally, the noise term is included in the consideration: 

 
Such a situation appears, e.g., if the oscillators are spatially arranged and the phase shift and the at-

tenuation due to propagation of their signals cannot be neglected. A regime, where the mean field ro-
tates uniformly, is the most important one. For this case the solution of the self-consistency equation 
for an arbitrary distribution of frequencies and coupling parameters is found analytically in the para-
metric form, both for noise-free and noisy oscillators. First, we consider independent distributions for 
the coupling parameters when self-consistency equations can be greatly simplified. Secondly, as one 
of the examples we considered a situation, where contributions to the mean field and its action on os-
cillators are prescribed by a geometric configuration of the oscillators; phase shifts and the contribu-
tion factors result from the propagation of the signals as waves having certain velocity. The general 
formulation we developed can be used for any such configuration. It appears that the method above 
may be useful also in more general network setups, where there is no global mean field, but such a 
field can be introduced as approximation (cf. [3, 4]). 
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Abstract.  The dynamics of the simplest ring genetic oscillator – Repressilator – is investigated by extensive 
bifurcation analysis and stochastic simulations of intrinsic noise. A full deterministic model demonstrates the 
emergence of an unusual genetic switch between a stable steady state and a limit cycle, if realistic in vivo values 
of parameters are taken into account. Stochastic simulations for small copy numbers of Repressilators in one 
plasmid confirm the existence of the switch and point out how to control the effects of intrinsic noise. 

Living cells are multi-stable and multi-rhythmic dynamical systems. Coexisting multiple stable 
dynamic behaviors underlie biological diversity and cell differentiation. However, our knowledge of 
how cells sustain their diverse dynamic behaviors, especially in the presence of molecular noise, is 
still limited. In the 1970-1980s there were many studies of cell variability in cell biochemistry and in 
cell surface processes. Now the focus has changed and variability is mainly addressed in genetics, with 
synthetic genetic circuits being the basic source of models for study.     

Here, we use a genetic oscillator known as Repressilator – a three-element gene ring network in 
which each of the element unidirectionally represses the next one. The figure below shows the scheme 
and the set of reactions for the Repressilator network. Gene G1 is a source of mRNA M1 (transcription) 
codes for monomer protein activity P1 produced by the translation process. Transcription rate α cor-
responds to RNApolymerase activity and translation rate g is determined by ribosome function. We 
assume that the presence of all the biochemical components of these subprocesses are not limiting fac-
tors for the whole process of cycling.      

Then proteins P1 participate in reversible homodimerization producing dimers D1, which are re-
pressing transcription factors (TFs) for the next gene G2 and so on. Dimers Di are repressors of the 
transcription of Gi+1 gene because they compete with RNApolymerase for binding with the promoter 
preventing transcription initiation. 

 

 
 
The idea of Repressilator is old (1967) but it was realized experimentally in live bacterial cells and 

was modeled as the system of ODE as well as via stochastic simulation in 2000 [1] only.  
For many years the standard assumption for deterministic modeling in genetics was the use of the 

quasi-steady state approximation (QSSA) for multimerization of transcription factors and for regulato-
ry reactions of TFs on the promoter sites [2, 3]. This approach, sometimes called “adiabatic” [4], re-
sults in important simplification of the models via reducing the model dimension and the appearance 
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of nonlinear Hill function describing the regulation of transcription. In this approach Repressilator was 
formulated as a 6-dim system of ODE which exhibits sustained oscillations emerging via the supercrit-
ical Andronov-Hopf bifurcation (AHB) [1].  

The number of molecules participating in the functioning of genetic circuits is small, which pre-
scribes using stochastic simulations for the study of their dynamics. These calculations are very time 
consuming, which stimulates many authors to use reduced models and the QSSA approximation. The 
usage of Hill and Michaelis-Menten functions for compact description of enzymatic activities is the 
well accepted approximation that has been applied to many types of genetic circuits demonstrating 
correct results for steady state characteristics of these circuits. However, when fluctuations are al-
lowed, the models with Hill function as transcription rate fail to produce correct results [5]. Moreover, 
it has been shown that the model of reduced Repressilator leads to great quantitative distortions in the 
values of oscillation period and amplitude [6].  

In this work we investigate the dynamics of Repressilator without using the QSSA assumption 
bearing in mind the recent experimental results about the complex way along which the TF (LacI di-
mer) is searching its cognate site on DNA [7]. The in vivo searching times estimated to be several mi-
nutes are comparable with the mRNA and TF degradation times that are around 5 and 15 min, respec-
tively. Recently, the specific-site searching times for all the 180 known E. Coli TFs were analyzed and 
the times between 160 s and 1550s were computed [8]. We explore the minimal but detailed model of 
Repressilator with 7 elementary reactions explicitly described as a 12-dim ODE system to discover 
deterministic regimes and use stochastic simulation to examine the role of internal noise. We find that 
the non-adiabatic character of the oscillating regime, which contains a more or less slow subsystem for 
TF-DNA interaction, open the possibility for emergence of the oscillation through the subcritical 
AHB. Parametric analysis reveals this bifurcation in a broad interval of control parameters especially 
if degradation of TF dimers is taken into account. Unlike the QSS approximation, our straightforward 
approach shows the oscillatory dynamics of Repressilator to be very sensitive to even a small TFs di-
mer degradation rate that has not been investigated previously in the literature. 

The subcritical AHB reveals the hysteretic properties of the model, that is, two stable dynamic re-
gimes, a stable steady state and a limit cycle co-exist in the parameter space opening an essential pos-
sibility for noise-induced switching. The hysteresis is further conformed to the stochastic simulation, 
where we have shown the existence of two distinct dynamical behaviors for a single parameter set. 
Though the ultimate coexistence of the two dynamical attractors has been shown, the means for 
switching and control of the behaviors requires further investigation. 

We study the effect of TF dimerization and dimer degradation on the noise levels in the oscillatory 
signal of this genetic circuit. We show that degradation of the proteins in the dimer form can lead to a 
significant reduction in the noise levels as judged by the shape of the return time (period) distribution. 
However, in the hysteresis region of the parameter values the return time distribution can be signifi-
cantly distorted by the presence of the stationary dynamical attractor. Furthermore, we hypothesize 
that the distribution can be bimodal due to the small frequency oscillations at the stationary dynamical 
attractor. 
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Abstract. Alternans is an arrhythmia exhibiting alternating amplitude/interval from beat to beat on heartbeat 
recordings, such as the finger pulse. Alternans is well known since Traube’s document in 1872 and is called har-
binger of death, but the mechanisms for its generation is not fully defined and much work still remains. We stu-
died this abnormal state of the heart, in animal models (electrophysiology) and with a numerical model (comput-
er simulation). We focused our attention on a causal association between the pace-making cells and ventricular 
cells. We revealed that one of the main causalities in generating alternates was a potassium ionic abnormality.  

Introduction 

The cardiac alternans (CA) is an intriguing period-2 phenomenon. Since Traube’s publication (1872), 
CA has remained an electrocardiographic curiosity for more than three quarters of a century [1, 2]. Nowa-
days, researchers believe that CA is the harbinger for sudden death [1, 3]. Indeed, in the worst case scenario 
with human hearts, CA triggers a cardiac instability (e.g. ventricular arrhythmias) and causes a sudden car-
diac death [1]. Reducing the risk of sudden death is a goal of research in physiology and technology, but 
mechanisms for the generation of alternas have not been fully understood. In our physiological experiments 
on the crustaceans, CA was frequently observable with the “isolated” hearts. This animal model may con-
tribute to the advance in management of the dysfunction of a complex cardiovascular disease. Genetics has 
revealed that the cardiovascular system of us and those of invertebrates resemble each other because of 
evolution (e.g., a homologous gene, Nkx-2.5, for making the heart). The invertebrate cardiac physiology 
has an over 100 years of history. We thus tried to study CA, using animal models and a newly assembled 
mathematical model [4]. A computer simulation regarding to CA rhythm based on the real-world crusta-
cean data has not been conducted before. 

Methods. Ethics: Specimens were treated as per the ethical regulations of the Tokyo Metropolitan 
University. Animal Heartbeat: The electrocardiogram (EKG) from model animals by implanted metal 
electrodes connected to an amplifier (usually x10,000 magnification, DAM50, WPA, USA) and a 
Power Lab System (AD Instruments, Australia) that digitized EKGs at 1 kHz.  

Results. EKG: Figure 1 shows crustacean dying-EKGs of a specimen (Ligia exotica). Time from 
the start of recording is shown. Regular beatings at about 200 beat-per-min (BPM) were observable 
(8:50-1:04:50). Then, the “death-rhythm” i.e., CA appeared (1:06:15-1:12:55). Then, heart rate in-
creased significantly up to over 300 BPM before dying. A significant rate-increase gives evidence for 
significant depolarization of membrane potential of cardiac cells. Insects, lobsters, and crayfish exhi-
bited the same phenomena before dying, i.e., regular rhythm, CA, then mortal moment. 

 
Fig. 1. Ligia EKG 

Simulation. The heart network structure is known. Pacemaker cells (L) excite heart muscle cells (M). 
Human ventricular muscle cells (M) receive signal from the pacemaker cells (L). Shape of the signal from 
L is characterized by a unique potential shape. However, in the previous modeling studies, the shape was a 
rectangular wave. The coupling scheme from L to M was not incorporated into this modeling. We 
(Fig. 2A) used a real synaptic-potential-shape for modeling [4]. Where does CA arise? At L, or at M, or 
L-M interactions? A model can solve this question. The L-to-M signal is the target in the present study. In 
the present paper, we used a simpler model than the one used before [4]. By numerical analysis of our 
model we found that two parameters (the conductance of the sodium ion and concentration of the potas-
sium ion in the extracellular space) play key roles of generating CA (Fig. 2B). For M, we used the Luo-
Rudy I model [5]. Considering the synaptic current from L to M, the dynamics of the pacemaker cells does 
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not affect that of the muscle cells. Thus, in this study we only consider the muscle cell with a periodic 
force. The period of the external force (usually called BCL: basic cycle length) is assumed to be 
380 [msec]. The membrane potential V of the Luo-Rudy I model with the synaptic input is described by 

.   (1) 
The synaptic current Isyn from L to M is given by  

,   ,                  (2) 
where Gsyn is the maximum synaptic conductance, Vsyn is the reversal potential and s(t*) is given by  

,     (3) 
where τ1 and τ2 are the rise and the decay time of the synapse, respectively. We identified these values 
as 18 ms and 288 ms, respectively, from the experimental data (Fig. 2A). We adjusted this crustacean 
values to a mouse model. In this mouse model, BCL is 380 ms. Crustacean BCL was 1200 ms in the 
experiment. Thus, our two values for τ1 and τ2 are now 5.5 and 90, respectively.  t* is the time which is 
reset at every nT (n is integer and T is BCL). 

 
Discussion 
We studied bifurcation phenomena correlated to CA in the model. The values of the parameters re-

lated to the synapse are fixed to be Gsyn = 4.0, Vsyn = –29. Figure 2B shows a two-parameter bifurcation 
diagram on the parameter plane [K]o (extracellular concentrations of potassium ions) and GNa (conduc-
tance for the sodium current). In this parameter region we observed the period-doubling bifurcation. 
The period-doubling bifurcation was alternans (Fig. 2B in the gray region). The closed circle (5.4, 
23.0) indicates normal blood condition, i.e., the original values of the parameters. These simulation 
results indicate that alternans can be generated within a certain range of extracellular potassium con-
centration, from 6 to 8, if GNa is fixed to 15. With a normal GNa (23.0), alternans can be induced at 
around 7 mM[K]o.  

Conclusion 
Cardiac cell puncture, e.g., owing to ischemia, resulting in a great increase of [K]o, which induce 

depolarization, is a major cause for alternans. Genetic K-channel malfunction can lead to CA sickness. 
Overall K ion concentration in blood is a key issue. 
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Fig. 2. A – configuration of the synaptic potential. 
B – simulation, [K]o vs. GNa 
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Abstract. The aim of this study is to develop a method to quantify stress. Electrocardiograms of both animal 
models and humans were analyzed by the Detrended Fluctuation Analysis (DFA) that calculates the scaling ex-
ponent (SI) from the beat-interval time series. I found that SI numerically distinguishes between normal hearts 
and abnormal hearts. SI ranges across various heart conditions: healthy basal condition and stressful condition. 
This study suggests that DFA is a practical method to make a gadget for health management.  

Introduction 

The involuntary cardiac nerves, the acceleratory nerves (CA) and the inhibitory nerves (CI), go-
vern the heart. These autonomic nerves (ANS) carry psychological message to the heart, indeed ANS 
modulates heart rate every moment. Thus, the heart is a window of mind. However, ANS is not clearly 
understood because recording ANS-activities is difficult. But in crustaceans, I have recorded them. 
Both CA and CI were active during the heart pumped. Interestingly, CI often excited at a high-rate, 
and concomitantly CA became quiet, for a second [1]. During that period, the heartbeat disappeared, 
although a quick restitution occurred in a minute. The brief cessation of heartbeat intermittently and 
regularly occurred if an animal could spend a “stress free” time, for example, hiding in a shelter. The 
stress free behavior never happened if a human got close to the lobster. Crustaceans are a miraculous 
specimen, because we can recognize animal’s stress simply by electrocardiograms.  

Crustacean hearts and human hearts strongly resemble each other in structure and function. In the 
developing heart, it is known that homologous genes function to form the heart in any animal, e.g., 
Nkx2-5 (NK2 homeobox gene) [2]. In both crustaceans and humans, both CA and CI nerves are con-
nected with the cardiac pacemaker cells, but CA further proceeds to the ventricular muscles beyond 
the pacemaker cells. Why does CA govern entire heart muscles? The answer is: CA-muscle-
connection can substantialize a direct modulation of force of contractions, but CI merely needs sup-
pression of rhythm [3]. The resemblance between crustacean hearts and human hearts guarantee that 
some knowledge obtained from crustacean hearts is applicable to human hearts.  

I studied electrocardiograms of both animal models and humans. I used a modified Detrended 
Fluctuation Analysis (mDFA) that calculates the scaling exponent (originally, Peng et al., [4]). As a 
result, SI numerically distinguished between normal hearts and abnormal hearts. I here show that the 
mDFA is a potential method for health checking.  

Materials and Methods 

A Power Lab System (AD Instruments, Australia) was used for heartbeat recordings. For EKG 
electrodes, a set of ready-made three AgAgCl electrodes (Vitrode V, Nihonkoden Co. Ltd. Tokyo) 
were used. EKG signals were transferred to a Power Lab System. Finger pulse recordings were also 
used with a Power Lab System. Permanently mounted metal electrodes were glued on the carapace for 
crustacean EKG recordings. All subjects were treated as per the ethical regulations of Tokyo Metro-
politan University.  

 

 

Fig. 1. Lobster EKG. Black bars show “relaxed” condition (a thin bar) and the stressful condition (a thick 
bar). Arrows: Human visited the room for feeding lobster. Note, a steady beating continued at stressful con-
dition. This was the consequence of discharge of cardio-regulatory nerves, i.e., an increased cardio-
accelerator and concomitant cessation of the inhibitor. This autonomic response is the lobster’s expression  
of stress/fear/anxiety 
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Results 

Animal models. Figure 1 shows an example of crustacean heartbeat recording. The spiny lobster 
(Panulirus japonicus) exhibited the periodic slowdown of heart rate when the specimen was at rest, 
i.e., without the frightening stimuli from the environment. Crabs in a relaxed condition also exhibited 
this on/off switching patterns, i.e., alternating appearance of a maintained high rate (50–70 beat per 
min (BPM)) and of extremely low rates (5–15 BPM) (Fig. 1). I analyzed both conditions in various 
period lengths (Fig. 2). I assumed that mDFA is also practically useful for human hearts. 

 
Fig. 2. Scaling exponent (SI) computed from EKGs, at relaxed conditions and stressful conditions 

Human subjects. Human EKGs were analyzed by mDAF. Table 1 shows that there is a difference 
in SIs between stressful individuals and non-stressful individuals. Appendix in Table 1 shows that 
cardiac muscle injury can be detectable by mDFA.  

 
Conclusion 

mDFA and SI are usable. mDFA will be incorporated in a gadget for checking health and stress. 
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Abstract. We demonstrate the emergence of a complex state in a homogeneous ensemble of globally 
coupled identical oscillators, reminiscent of chimera states in nonlocally coupled oscillator lattices. In this re-
gime some part of the ensemble forms a regularly evolving cluster, while all other units irregularly oscillate and 
remain asynchronous. We argue that the chimera emerges because of effective bistability, which dynamically 
appears in the originally monostable system due to internal delayed feedback in individual units. Additionally, 
we present two examples of chimeras in bistable systems with frequency-dependent phase shift in the global 
coupling.  

Recently, a lot of attention has been attracted to the regimes of the coexistence of coherence and 
incoherence in oscillators lattices, which is also known as “chimeras” [1]. These states have been in-
vestigated in numerous theoretical studies [2] and demonstrated in an experiment [3]. Also, it has been 
shown that for some initial conditions two interacting populations of globally coupled identical oscil-
lators can exhibit symmetry-breaking of synchrony, so that one population synchronizes whereas the 
other remains asynchronous [4]; the existence of such chimeras has been also confirmed experimental-
ly [5]. A natural question, addressed in our work, is under which conditions can such a symmetry-
breaking into synchronous and asynchronous groups be observed in a completely homogeneous glo-
bally coupled population of identical oscillators.  

In case of global coupling, one may expect that all oscillators should evolve similarly, since they 
are subject to the same force. This expectation is rather natural and is indeed true for simple systems 
like the standard Kuramoto model as well as for many other examples from the literature. However, a 
state with one large synchronized cluster and a cloud of scattered units, reminiscent of chimera state, 
was observed by K. Kaneko in a system of identical globally coupled chaotic maps [6]. For periodic 
units such a state has been reported by Daido and Nakanishi [7] and Schmidt et al. [8], who studied the 
cases of linear and nonlinear global coupling, respectively, see also [9]. These observations of identic-
al nonlinear elements behaving differently, in spite of being driven by the same force, indicate pres-
ence of bi- or multistability. In our work [10] we have demonstrated that chimera-like states naturally 
appear for a minimal generalization of the popular Kuramoto-Sakaguchi phase model to the case of 
globally coupled identical phase oscillators with internal delayed feedback, and discuss the underlying 
mechanism of dynamically sustained bistability. 

Globally coupled self-sustained oscillators can be quite generally treated in the phase approxima-
tion [11]. In the simplest case of identical sine-coupled units such an ensemble of N units is described 
by the Kuramoto-Sakaguchi model [12]. We have considered a similar setup for oscillators with an 
internal delayed feedback loop. The latter is a natural ingredient, e.g, of lasers with external optical 
feedback [13] and of numerous biological systems where signal transmission in the feedback pathway 
may be rather slow [14]. Assuming the global coupling to be of the Kuramoto-Sakaguchi type, we 
wrote our basic model as 

  (1) 

where is oscillators' phase, ,   is the delay,  is the coupling strength,  is the 

phase shift in the coupling,  is the complex Kuramoto order parameter (com-

plex mean field), and   is the feedback strength. We choose the parameter of the system so that 
every individual oscillator without coupling is in monostable mode. 

Numerical simulations reveal that the model (1) in finite parameter domain demonstrates a chime-
ra-like state, where the ensemble splits into two domains: a synchronized cluster of oscillators and an 
asynchronous cloud. For the elements in the cluster the phase dynamics is highly regular with a nearly 
constant instantaneous frequency, while oscillators in the cloud are chaotic and their instantaneous 
frequencies strongly fluctuate. Moreover, individual frequencies in the cloud are only weakly corre-
lated, so that the phase differences demonstrate many phase slips and are unbounded. This irregularity 
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is also reflected in the strong fluctuations of the cloud contribution to the mean field, to be compared 
with nearly constant contribution from the cluster. For different initial conditions the size of the cluster 
grows relatively fast at the beginning, and after transients in the dynamics tend to some fixed range, 
thereby, a fully synchronized state is never reached because of the instability of the latter.  

In our work we demonstrated numerically and explained semi-quantitatively the emergence of 
chimera states in ensembles of identical globally coupled oscillators. We have outlined a mechanism 
of dynamically sustained bistability: the ensemble splits into two parts with completely different dy-
namics, and these parts together create a mean field that allows such a bistability. This mechanism is 
nontrivial, because for the chosen parameters the uncoupled systems are monostable. However, due to 
interaction, the oscillators become effectively bistable: being forced by the same field they exhibit two 
very different dynamical patterns. The oscillators in one group are regular and are therefore easily 
synchronized with each other, while the others are highly irregular and remain in different asynchron-
ous, although correlated, states. The global field that leads to the bistability is dynamically sustained in 
a self-consistent way. 

Finally, we discussed two less nontrivial setups, where it was demonstrated that chimera-like 
states are also possible without this mechanism, if the individual units are naturally bistable. In the 
first example, in contradiction to our basic model (1), not only individual oscillators possess a delayed 
feedback loop, but the global coupling is also delayed, with a different delay time. If the coupling is 
organized in a way that it acts repulsively on the oscillators in one state and attractively on those 
which are in the other state, the system exhibits a chimera-like state. A similar scenario has been rea-
lized in the second example, with bistable identical Stuart-Landau oscillators without delays, having 
two stable limit cycles and globally coupled via an additional linear circuit.  
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Abstract. Dopaminergic neurons are unique neurons due to the response differentiation to the action of the 
typical excitatory stimuli. It means that only NMDA synaptic current can significantly increase generation fre-
quency (more than 5-fold in comparison with tonic activity frequency), whereas AMPA current usually sup-
presses neuron activity. Here we consider the simultaneous action of these synaptic currents. It is shown that in 
the case of stimuli steps, either frequency growth or activity suppression is demonstrated, depending on the 
strength of AMPA and NMDA receptors. The highest frequency is obtained for the case of simultaneous action 
of these synaptic currents. 

Dopaminergic (DA) neurons, generating a periodic spike train with frequencies from 1 to 4 Hz in 
tonic mode, have a unique response (in comparison with other types of neurons) to the typical excita-
tory stimuli. They produce the high frequency generation (frequency can exceed 20 Hz) [1, 2] under 
the action of the NMDA synaptic current, whereas the applied current, as well as the stimulation of 
AMPA receptors, does not initiate an significant increase in the generation frequency. Moreover, the 
neuron activity is often suppressed [3, 4]. Earlier we introduced a phenomenological model of DA 
neurons constructed in the framework of modified FitzHugh-Nagumo (FHN) equations [5, 6] which 
reproduces response differentiation inherent in dopaminergic neurons: 
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is an SK-type Ca2+-dependent K+-current. Parameter gKca is its maximal current density, EK is the re-
versal potential, and k is half activation of the current. The substitution results in a new shape of u-
nullcline – it becomes symmetrical with respect to u-axis, and we choose the function g(u,v) to be 
piece-wise to avoid nullcline intersection (and thus to avoid existence of steady states) at the negative 
half plane of the phase space (see Fig. 1). 

Hear we consider two types of external stimulation – AMPA and NMDA synaptic currents: 
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where gAMPA and gNMDA are the maximum conductivities of AMPA and NMDA receptors, respectively; 
EAMPA and ENMDA are the respective reversal potentials;  [Mg] is a Magnesium concentration. Let us fix 
the model parameters a1= –50.5, a2=1.35, a3=0.54, a4=0.0472, c= –0.585, [Mg] = 2, and EN = EA = 0 
so that a stable limit cycle exists on the phase plane. It was shown earlier [5, 6] that in the framework 
of model (1) in the case of separate action of the external stimuli, the AMPA-current results in activity 
suppression, even for the small values of parameter gAMPA, whereas the NMDA synaptic current causes 
frequency growth (by a factor of 5–7) in the wide range of gNMDA values. What happens with neuron 
activity in the case of simultaneous action of these synaptic currents? Actually, it depends on the 
strength of the maximum conductivities gAMPA and gNMDA. The related two-parametric bifurcation dia-
gram is shown in Fig. 2. The curve labeled “A-H” corresponds to the supercritical Andronov-Hopf 
bifurcation. Below this curve there exists a stable steady state corresponding to the neuron rest state. 
When we pass through the bifurcation curve, a stable limit cycle appears and the neuron starts to gen-
erate spikes periodically (Fig. 3). The spike frequency grows with increasing gNMDA values up to the 
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frequency peak (approximately 7-fold more than the frequency of tonic activity) and then starts to de-
crease (Fig. 4). So we can conclude that 

1. Different types of neuron activity may be observed under the simultaneous action of AMPA and 
NMDA synaptic currents, i.e. rest state, low frequency or high frequency activity. 

2. The type of activity is determined by the ratio of maximal activities of AMPA and NMDA syn-
aptic currents. 

3. The highest frequency is achieved for the case of the simultaneous action of synaptic currents 
for small values of the maximum conductivity of AMPA receptors (see Fig. 4). 

4. For the strong AMPA current (for example, see the curves corresponding to gAMPA = 0.075 or 
gAMPA = 0.01 in Fig. 4) the frequency maximum decreases substantially.   

 

 
 

Fig. 1. Nullclines of the model (1) Fig. 2. Two-parametrical bifurcation diagram 

  

Fig. 3. One-parametric bifurcation diagram  
for gAMPA = 0.05 

Fig. 4. Dependence of frequency on the maximum 
conductivity of NMDA receptors for different values 
of maximum conductivity of AMPA receptors. Note 
that the first strong peak in the curves corresponds to 
the small amplitude limit cycle which observed in 
the small neighborhood of the supercritical Andro-
nov-Hopf bifurcation 
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Abstract. We find chimera states with respect to amplitude dynamics in a network of Stuart-Landau oscilla-
tors. They appear due to the interplay of nonlocal network topology and symmetry-breaking coupling. As the 
coupling range is increased, the oscillations die out, amplitude chimeras disappear and the network enters a 
symmetry breaking stationary state. This particular regime is a novel pattern which we call chimera death. It is 
characterized by the coexistence of spatially coherent and incoherent inhomogeneous steady states and therefore 
combines the features of chimera state and oscillation death. Additionally, we show two different transition sce-
narios from amplitude chimera to chimera death. 

We investigate the paradigmatic model of Stuart-Landau oscillators 

( )2( )= ≡ λ + ω−z f z i z z ,      (1) 

where , ,φ= = + ∈ λ ω∈ 

iz re x iy . For λ > 0 the uncoupled systems demonstrate limit cycle oscil-
lations with radius 0 = λr  and frequency ω. The Stuart-Landau system is therefore a model for non-
linear oscillations close to a Hopf bifurcation. Here we study a ring of N nonlocally coupled Stuart-
Landau oscillators: 
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z f z z z
P

,     (2) 

where j = 1, 2, …, N. The coupling parameters which are identical for all links are the coupling 
strength σ∈  and the coupling range P/N, where P corresponds to the number of nearest neighbors 
in each direction on a ring. The particular coupling through the real variable which we introduce here 
breaks the rotational symmetry of the system. This is a necessary condition for the existence of non-
trivial steady states and therefore for oscillation death [1]. While tuning the coupling range P for the 
fixed value of coupling strength σ we uncover a variety of dynamic regimes in Eq. (2) which are 
shown as space-time plots color-coded by the variable y and snapshots in Fig. 1. In particular, we find 
chimera behavior with respect to the amplitude, i.e., amplitude chimeras, where one part of the net-
work is oscillating with spatially coherent amplitude, while the other displays oscillations with spatial-
ly incoherent amplitudes [Fig. 1(a),(f)]. The increase of coupling range induces a transition from am-
plitude chimeras to an in-phase synchronized state [Fig. 1(b),(g)]. By rising the coupling range even 
further we detect a novel pattern which provides bridging between chimera states and oscillation 
death. Therefore, we call it chimera death [Fig. 1(c)–(e), (h)–(j)]. In this regime the oscillations die out 
in a peculiar way. In more detail, the population of identical oscillators breaks up into two domains: (i) 
spatially coherent oscillation death, where the neighboring elements of the network populate the same 
branch of the inhomogeneous steady state, and (ii) spatially incoherent oscillation death, where the 
sequence of populated branches of neighboring nodes is completely random. Interestingly, the increase 
of the coupling range for the fixed coupling strength also induces structural changes of chimera death 
pattern: the number of clusters in the coherent domain is decreased [Fig. 1(c)–(e), (h)–(j)].  

To provide an overall view on the network behavior for the wide range of coupling parameters we 
plot the map of regimes in the plane of coupling range and coupling strength. The oscillatory behavior 
of Eq. (2) is represented by amplitude chimera (blue region in Fig. 2), which is observed for small 
coupling range, and by in-phase synchronized oscillations (light green region in Fig. 2). The steady 
state solutions occur for larger values of coupling parameters and are manifested by chimera death 
(red region in Fig. 2). The existence of two distinct transition scenarios from the oscillatory to the 
steady state regime becomes evident from Fig. 2. For a small value of coupling strength σ = 10, the 
chimera death state is born from amplitude chimera by passing through in-phase synchronized oscilla-
tions when the coupling range is increased (diamonds in Fig. 2). In contrast, for a large value of the 
coupling strength, for example, σ = 26, a slight increase of the coupling range from P/N = 0.04 to 
P/N = 0.05 destroys amplitude chimeras and directly leads to chimera death. 
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Fig. 1. Space-time plots (left panel) and snapshots for the variable y (right panel) in a network of 
Stuart-Landau oscillators for coupling strength σ = 10 and varying nearest neighbors number P. 
P = 4: amplitude chimera; P = 10: in-phase synchronization; P = 15: multi-cluster (> 3) chimera 
death; P = 25: 3-cluster chimera death; P = 45: 1-cluster chimera death. Other parameters: 
N = 100, λ = 1, ω = 2 

 
Fig. 2. Map of dynamic regimes for N = 100, λ = 1, ω = 2 in the plane of coupling range P/N and 
coupling strength σ. 1-CD: 1-cluster chimera death; 3-CD: 3-cluster chimera death; N-CD: multi-cluster 
(> 3) chimera death. AC: amplitude chimera; SYNC: in-phase synchronized oscillations. Diamonds 
mark the parameter values chosen in Fig. 1 
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GENERATION AND CHARACTERIZATION WITH FROG TECHNIQUE  
OF FEMTOSECOND OPTICAL PULSES TUNABLE IN THE RANGE OF 2 TO 3 μm 

FROM SILICA-BASED ALL-FIBER LASER SYSTEM 

E.A. Anashkina, A.V. Andrianov, M.Yu. Koptev, S.V. Muravyev, and A.V. Kim 
Institute of Applied Physics, Russian Academy of Sciences, Nizhny Novgorod, Russia,  

elena.anashkina@gmail.com  

Introduction 

Coherent optical sources in the mid-IR range are attractive for a variety of applications. Typically, 
mid-IR light is generated by using optical parametric oscillators, solid-state lasers based on Cr2+ and 
Fe2+ doped II-VI crystals or quantum cascade lasers [1]. However, an all-fiber, mid-IR light source 
using nonlinear optical conversion in a fiber with special composition can provide significant 
advantages over existing laser sources [2]. Passive GeO2-doped core fibers attract researchers' 
attention for operation in the "molecular fingerprint" mid-IR (2–3 μm) spectral range [3–6]. 

Here we report a simple technique of routine generation of femtosecond optical pulses tunable in 
the range of 2–3 μm in an all-fiber scheme starting from an Er-doped laser setup based on telecom 
components. We demonstrate Raman-shifted solitons with durations of the order of one hundred fs in 
a passive silica-based GeO2-doped core fiber.  

Experimental setup 

The experimental setup is shown in Fig. 1(a). It is based on a passive mode-locked Er-doped fiber 
oscillator, fiber amplifiers and pieces of different nonlinear fibers. The oscillator with passive mode 
locking via nonlinear polarization rotation delivers femtosecond pulses with a 30 nm spectral 
bandwidth centered at 1.57 μm at a fundamental frequency of 49 MHz. Then the pulses pass through a 
polarization controller (PC), are amplified in the diode-pumped Er:fiber amplifier up to a maximum 
average power of 150 mW and propagate through a 2-m piece of standard telecom fiber SMF-28.  

 
 

 
Fig. 1. (a) Experimental setup. (b) Calculated group velocity dispersion of the GeO2-doped fiber.  
(c) Supercontinuum spectrum (dash line) generated in the GeO2-doped fiber with the pump pulses from the 
output of the Tm:fiber amplifier (black, solid line). Spectra of FROG-retrieved solitons (blue and red, solid lines) 

Next, we use a 1.5-m long dispersion-decreasing fiber (DDF) to convert the pulse wavelength 
from 1.6 μm up to 2 μm due to Raman soliton self-frequency shift and a 0.7-m long piece of SMF-28 
as a mode field adapter to fiber stretcher. Then the pulses propagate through a 12-m long fiber 
stretcher with normal dispersion (β2 = 50 ps2/km at 2 μm) and are amplified in an 8-m long GTWave 
Tm/Yb co-doped fiber. The calculated active fiber parameters at 2 μm are β2 = –90 ps2/km, the 
effective mode area Aeff = 60 μm2 and the nonlinear coefficient γ = 1 (W km)–1. After that, the 
amplified pulses with the spectrum shown in Fig. 1(c) having energy of 3 nJ and duration of 150 fs at 
full width at half maximum (FWHM) are coupled into the 1.5 m-long fiber with 97 mol.% GeO2 
content in the core. The calculated dispersion profile is shown in Fig. 1(b). The calculated cutoff is 
1.9 μm, but the effective mode area Aeff is smoothly changing from 6 μm2 at a wavelength of 2 μm up 
to 11 μm2 at 3 μm. The losses at the splicing of the Tm:fiber and the germanate-core fiber are about 
70% mainly due to a large difference between their fundamental mode areas. 
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Experimental results 

The optical pulses in the GeO2-doped fiber undergo high-order soliton compression with 
corresponding spectral broadening at the initial stage of supercontinuum generation [5, 6]. Estimated 
solition number is N ≈ 10. After a transient stage when the maximum pulse compression occurs, the 
pulses decay into solitons in the anomalous dispersion range and dispersion waves at shorter 
wavelengths in the normal dispersion range as well. At the GeO2-doped fiber output we observe 
supercontinuum generation up to 3 µm that contains Raman solitons as shown in Fig. 1(c). The SHG-
FROG (second-harmonic generation frequency-resolved optical gating) home built apparatus is used 
to characterize optical pulses. We measure two different FROG-traces presented in Fig. 2(a, d).  

 

 
Fig. 2. (a, d) FROG-traces and corresponding retrieved intensity profiles (solid lines),  
their sech-shape approximations (dot lines), and reconstructed phases (dash-dot lines)  

of the pulses centered at 2.48 µm (b) and at 2.66 µm (e). (c, f) Spectra and spectral phases of FROG-pulses 

The retrieved pulse at 2.48 µm has a duration of 110 fs and a time-bandwidth product (TBP) of 
0.34. FROG-error is 0.006. The retrieved pulse at 2.66 µm has a duration of 160 fs, TBF of 0.327, and 
FROG-error of 0.007. Their shapes are fitted very well by sech-shaped functions (see Fig. 2(d, e)). 
The reconstructed pulses in the frequency domain are shown in Fig. 2(c, f). The fluctuations of the 
reconstructed spectral phases from the flat ones are not more than 0.1 rad. So we state that these pulses 
are actually solitons. 

Conclusion 

Femtosecond optical pulses with broad tunability in the range of 2–3 μm are demonstrated in a 
germanate-glass core silica-glass cladding fiber with a driving pulse at 2 μm produced by an all-fiber 
laser system consisting of Er:fiber source at 1.6 μm, Raman fiber shifter, and Tm:fiber amplifier. 
FROG measurements have confirmed that tunable pulses are Raman solitons with a duration of 110 fs 
at 2.48 μm and with a duration of 160 fs at 2.66 μm. 
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MULTIMILLIJOULE CHIRPED PULSE TAPERED FIBER AMPLIFIERS  
FOR COHERENTLY COMBINED LASER SYSTEMS  

A.V. Andrianov1,2, E.A. Anashkina1,2, A.V. Kim1,2, I.B. Meyerov2,  
S.A. Lebedev2, A.M. Sergeev1,2, and G. Mourou3 

1 Institute of Applied Physics, Russian Academy of Sciences, Nizhny Novgorod, Russia,  
2 Nizhny Novgorod State University, Nizhny Novgorod, Russia  

3 DGAR-IZEST, Ecole Polytechnique, Route de Saclay, F-91128 Palaiseau Cedex, France  

Abstract. We numerically investigated amplification of high energy chirped pulses in Large Mode Area 
tapered fiber amplifiers and their coherent combining. We developed a three-dimensional model of strongly 
chirped nanosecond pulse amplification and compression back to femtosecond duration fully taking into account 
transverse and longitudinal variations of refractive index profile and distribution of active ions in the fiber, 
wavelength dependence of emission and absorption cross sections, gain saturation and Kerr nonlinearity. About 
3 mJ of output energy can be extracted in 1 ns pulse from the tapered amplifier with single-mode beam quality. 
We also numerically investigated possibilities of compression and coherent combining of up to 36 perturbed 
amplifying channels.  

In this work we investigated applications of tapered fiber amplifiers for high energy coherently 
combined laser systems. Such a system utilizing thousands of chirped pulse fiber amplifiers which 
would finally deliver Joule level pulses at several kilohertz repetition rate compressed down to 200-
300 fs duration is currently developed under ICAN project (International Coherent Amplification 
Network) [1]. Tapered (conical) active fibers have a strictly single mode core at the input that 
gradually expands up to several tens of microns and may be operated in effectively single mode 
regime, despite imperfect launching [2]. A three-dimensional numerical model of amplification of 
broadband nanosecond pulses with subpicosecond resolution in tapered fibers was developed on the 
basis of unidirectional wave propagation equation which includes diffraction, inhomogeneous 
refractive index distribution and third-order nonlinearity. The model of gain is based on 
phenomenological extension of semi-classical Maxwell-Bloch equations allowing inclusion of 
emission and absorption cross sections of real ions. 

 

 
Fig. 1. Field distributions in the tapered amplifier: along the fiber (a), at the fiber output (b),  
temporal profile after combining and compression (c), far-field combined pattern (c, inset) 

Amplification of 250 fs Gaussian pulses stretched to 1 ns in Yb-doped active fiber tapered from 
10 µm to 60 µm is shown in Fig. 1(a, b). Modeling shows that single-mode propagation is maintained 
along the taper even in the presence of strong Kerr nonlinearity and saturated gain. Maximum output 
pulse energy with single mode quality obtained in the modeling is 1.7 mJ, and it can be further scaled 
up to 3 mJ by using 10–110 µm taper. Coherent combining of up to 36 amplifiers (arranged in 6x6 
square grid) with random core perturbations leading to excitation of high-order modes was also 
modeled showing 88 % efficiency with respect to unperturbed amplifiers. The far-field pattern of 
combined beams is shown in Fig. 1(c) along with temporal field distribution of 380 fs compressed 
pulse. Despite noticeable high-order modes excitation in each individual channel, high quality of the 
combined output pulse is maintained.  
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UPGRADE OF Nd:GLASS PUMP LASER  
FOR PETAWATT LEVEL PEARL FACILITY 

K.F. Burdonov, A.P. Fokin, A.A. Shaykin, and A.A. Soloviev 
Institute of Applied Physics of the Russian Academy of Science,  

Nizhny Novgorod, Russia, kfb.iap@gmail.com 

Abstract. This paper presents experimental study of an extremely-short spatial filter for multistage 
nanosecond pump laser of OPCPA-based petawatt-class PEARL laser facility. The degradation of pump 
radiation parameters associated with the filter induced spherical aberrations was investigated. The experiments 
showed that the spherical lenses based spatial filter does not lead to pump beam quality degradation paving the 
way to increase the energy of Nd:glass pump laser. 

In modern petawatt level OPCPA laser facilities [1, 2] multistage neodymium glass amplifiers are 
typically used as a pump for final stages of parametric amplification and actually determine the output 
power of all facility. Thus, the objective of increasing the output laser pulse power is, in particular, an 
increase of the energy of neodymium pump amplifier. A typical Nd:glass amplifier consists of a line 
of active elements and spatial filters between them. The system of spatial filters (SF) is crucial in the 
pump laser with high intensity. Spatial filters perform filtering of the spatial spectrum high frequency 
components, block glares and take part in beam scaling during amplification to reduce the nonlinear 
effects in the active elements. 

For 100 mm aperture radiation, the length of a nonaberrational spatial filter is about 4 meters. 
Shortening of the spherical lenses based telescope increases the aberration, especially spherical, this 
adversely affects the subsequent doubling ratio of the second-harmonic pulse amplitude distribution. 

Since the number of filters in one channel can be more than ten, with an aperture of radiation 
greater than 100 mm, they actually determine the size of the entire laser system. Therefore, the 
problem of determining the minimum length of the spatial filter while maintaining the quality of the 
phase front and efficiency of frequency doubling is critical. 

This paper presents an experimental study of the laser radiation parameters at the output of the 
300 J multistage nanosecond pulse amplifier and the quality of subsequent frequency doubling in a 
KD*P-crystal depending on the length of the output spatial filter. Two spherical lenses based spatial 
filters with the lengths of 9 and 2 meters, with the same input and output apertures of 100 and 130 mm 
respectively, were compared. The longer telescope provided the diffraction quality of the transmitted 
radiation, the short one introduces significant spherical aberration of amplitude deviations up to 1.5 λ. 

We investigated the influence of spatial filter spherical lenses aberrations on the transmission 
factor, radiation phase distribution, and the second harmonic conversion efficiency. 

Optical scheme of the experimental setup is shown in Figure 1. 
 

 
 

Fig. 1. Optical scheme of experimental facility 

The Nd:YLF laser generates seed pulses with a duration of 1 ns and an energy of 200 mJ at a 
wavelength of 1054 nm [3]. Then a seed pulse enters a multistage amplifier consisting of the beam 
spatial structure formation system [4], and seven consecutive active elements made of neodymium 
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phosphate glass with diffraction-limited spatial filters between the elements. The active elements are 
pumped by broadband discharge lamps. The amplifier operates in one "shot" per 15 minutes. At the 
exit of the last active element of the amplifier, the laser pulse with a cross-section diameter of 95 mm 
acquires the energy of 300 Joules. The output spatial filter of the multistage amplifier increases the 
transverse beam diameter up to 122 mm. After the laser pulse amplifier, there is a nonlinear KD*P-
crystal with a thickness of 25.5 mm for second harmonic generation. The facility is equipped with a 
laser beam diagnostic system before and after the output spatial filter and after the doubling crystal 
(D1, D2 and D3) for control of the radiation quality. 

In order to take into account all the effects related to the ionization of the diaphragm, the spatial 
filters were studied at the best possible laser energy of 300 J. 

Figure 2 shows the dependence of the frequency doubling efficiency on the incident pump energy 
in a DKDP-crystal. The accuracy of energy measurement is 7%. 

 

 
Fig. 2. The conversion efficiency of the output radiation of the second harmonic in the KD*P crystal  

for the diffractional SF (circles) and the aberrational SF (triangles) 

We have also performed experimental study of a unique wide aperture 150 mm Nd:glass active 
element [5]. It has been shown that using this active element in the scheme of the pump laser can 
increase the energy of 300 joule pump laser beam of PEARL system up to 500 J and more. 

The experiments showed that the use of a short aberrational spatial filter does not affect the 
frequency doubling coefficient compared to the case of long diffractional spatial filter, and also does 
not degrade the amplitude and phase quality of the second harmonic pulse. The space occupied by 
long diffractive spatial filters allows placing more short spatial filters. Thus, the use of short spatial 
filters with wide aperture active elements in multistage pump lasers will be able to significantly 
increase their energy and in the near future obtain the multipetawatt output power of OPCPA systems.  
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WIDE-APERTURE ROD LASER AMPLIFIER ON NEODYMIUM GLASS 
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Abstract. We present the test of the unique big-aperture rod laser amplifier with 150 mm diameter made of 
neodymium glass. The main results are the distribution of low-signal gain with mean value of 2.3, calculations of 
stored energy and pulse distortion. 

Introduction 

Wide-aperture rod amplifiers made of neodymium glass are widely used in high-power lasers [1]. 
Availability of active elements with a large aperture, high optical quality and high stored energy are 
the main advantages of Nd:glass. Large aperture optics allows one to amplify nanosecond pulses up to 
energies of a few kJ while keeping intensity of the laser beam below the breakdown value. 

In high-power neodymium glass amplifiers, there are two types of active elements geometries - 
slabs and rods. This paper describes the test results of the unique rod amplifier made of neodymium 
glass with a diameter of 150 mm.  

Amplifier 

Laser amplifier is a cylinder of phosphate glass doped with neodymium ions placed in a pump 
chamber providing optical pumping of the active medium with flash lamps. 

 
Fig. 1. Experiment scheme 

Measurements of the gain have been performed according to the scheme shown in Fig. 1. Pulse 
energy at the entrance of the active element (3) was 2mJ with a duration of one ns and a quasi-
homogeneous spatial intensity distribution. The amplified pulse was transferred to the camera (5) by 
the telescope; the spontaneous emission was filtered by the iris. The experimental distribution of the 
small-signal gain is shown in Fig. 2. 

 

 
Fig. 2. Gain distribution 
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To estimate the effectiveness of practical application of the 150-mm laser amplifier we 
made numerical simulations of eight-stage pump laser of the petawatt OPCPA complex PEARL [2]. 
A 150-mm laser amplifier has been used as a final stage of the pump laser. In the simulations we used 
the experimental gain distributions. The model is based on solutions of balance equations obtained by 
Franz and Nodvik [3]. To calculate the absorption, the element was divided into layers with absorbing 
elements between them; the diffraction effects were not taken into account. Using the 150-mm laser 
amplifier, we could increase the pump pulse energy up to 540 J. Inhomogeneity of the pulse intensity 
will not exceed 10 % and the shift of the pulse maximum is not more than 5 %.  

Conclusion 

The unique 150-mm neodymium glass rod active element has been tested. It has been shown that 
using this active element in the scheme of the pump laser can increase the energy of the pump laser 
beam of PEARL system up to 540 J. It has been shown that pulse distortions will not affect the 
efficiency of parametric amplification.  
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OPTIMIZATION OF TEMPORAL PARAMETERS OF PETAWATT 
FEMTOSECOND PULSES BY XPW AND SPM TECHNIQUES 

V.N. Ginzburg, E.A. Khazanov, A.A. Kochetkov and S.Yu. Mironov 

IAP RAS, Nizhny Novgorod, Russia, vlgin@rambler.ru 

Abstract. The investigation of linear and nonlinear optical properties of industrially produced thin plastic 
plates demonstrates good perspectives for implementation of this material for PW power pulse shortening by 
SPM and compression on chirped mirrors. The calculations show that the XPW technique can also be used for 
this purpose. 

Self-phase modulation (SPM) and cross polarized wave generation (XPW) processes based on 
cubic nonlinearity in isotropic medium can be used for enhancing temporal parameters of high peak 
power lasers. SMP can be used for additional pulse compression on chirped mirrors of high peak 
power pulses after their spectrum broadening in nonlinear medium. XWP is widely used for temporal 
contrast clearing in double CPA schemes.  

For SPM of high power pulses, thin plates of large aperture are needed. We have investigated 
optical properties of industrially produced thin plastic plates. It was shown that these elements have 
good linear optical quality. The study of nonlinearity was based on intense-pulse spectrum 
modification in plastic plates and its comparison with spectrum modifications in glass plates. The set 
of experiments demonstrated that for different values of B-integral, spectrum modifications in a 
0.7 mm plastic plate qualitatively correspond to spectrum modifications in a 1.7 mm glass plate. In 
these experiments we have not observed any damage of plastic plates. So, this extremely cheap 
material is very promising for implementation of the SPM technique for high power pulse shortening. 

The spectra observed in this set of experiments (both for plastic and glass) have a specific structure 
– narrow peaks and no broadening unlike the classical SPM of gaussian pulses. Our calculations have 
shown that such structure can be explained by the existence of noncompensated spectral phase terms 
of third order and higher due to the imperfect stretcher-compressor tuning. Nevertheless, after 
quadratic phase subtraction the power ratio increase with respect to the initial pulse weakly depends 
on the value of high-order spectral dispersion (see fig.1 curves 1 and 2). 
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Fig. 1. Power ratio increase versus B-integral: 

1. SPM of gaussian pulse, 2. SPM of non-FT limited pulse, 3. XPW of gaussian pulse in BaF2 

The XPW technique was used, as a rule, for contrast filtering between amplification stages in 
double CPA schemes because of its rather low energy conversion efficiency (typically about 15 %) 
originating from space and time radiation heterogeneity. We propose to use the XPW process together 
with quadratic phase subtraction at the output of high power lasers, where space intensity distribution 
is quasi-uniform and intensity rather than energy is important for applications. Our calculations 
demonstrate that for a BaF2 crystal used for XPW generation after quadratic phase subtraction, the 
power ratio increase reached the same value of ~3.5 as for the SPM technique at B-integral value of 5 
(see fig. 1 curve 3), keeping the contrast clearing property. 
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LUCIA LOW TEMPERATURE AMPLIFIER HEAD PERFORMANCE 

T. Gonçalvès-Novo, B. Vincent, and J.-C. Chanteloup  
LULI, Ecole Polytechnique, CNRS, CEA, UPMC ; Route de Saclay, 91128  Palaiseau, France 

thierry.novo@polytechnique.edu 

Abstract. Within the framework of LULI’s Lucia DPSSL program, a low temperature amplifier head was 
developed to ramp up the energy to 30 J. This amplifier takes advantage of the benefits of the laser properties of 
Yb3+: YAG at low temperature (around 100–200 K) for efficiency and thermal management. We will detail the 
prototype with particular emphasis on the laser gain medium cooling approach and present the latest 
performances achieved. 

 

   
Fig. 1. The left picture displays a view of the low temperature laser head.  

The right sketch shows the single pass laser gain as a function of time  
for different pump pulse durations 
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THE PULSE CONTRAST OF THE MULTI-TW PHOSPHATE ND:GLASS 
LASER FACILTY 

D.S. Gavrilov, A.G. Kakshin, and E.A. Loboda 
Russian Federal Nuclear Center – Institute of Technical Physics, 

Snezhinsk, Russia, dep5@vniitf.ru e-mail 

Abstract. We report on the results of the phosphate Nd:glass laser facility pulse contrast investigation. All 
types of radiation before the main pulse arrival, having various geneses and the degree of influence on the target 
surface, are thoroughly studied. The measurements were carried out in all time intervals of interest with 
necessary resolution and dynamic range. A set of ultrashort prepulses in the chirp duration time interval (~ 1 ns), 
originating from the optical elements with parallel surfaces in the optical system, have been detected. 

The facility is a CPA all phosphate Nd:glass laser. It delivers up to 20 J of on-target energy in a 
single-shot @ 1054 nm. In the time domain of recompressed pulses several types of pre-pulses are 
observed: 

1. long-scale ASE (Amplified Spontaneous Emission); 
2. short-scale ASE (τ ∼ 10 ns);  
3. ultrashort (τ ∼ 1 ps) pre-pulse coming from a multipass regenerative amplifier; 
4. ultrashort pre-pulses (τ ∼ 1 ps) generated by the self phase modulation from post-pulses; 
5. leading edge of the recompressed pulse. 

The first type of parasitic lasing is the output flash-lamp pumped rod amplifiers ASE, not isolated 
from the target by optical switches. It lasts up to 700 µs and contains substantial amount of energy that 
can pre-heat target surface or even destroy thin foils [1]. The main features of the long ASE pedestal 
are measured with Coherent Ultima Labmaster LM-P2 calorimeter and CCD camera. The detected 
ASE energy ≤ 10 µJ in a ∅130 µ spot resulted in FASE ∼ 0.07 J/cm2 of on-target fluence; the long ASE 
energy contrast ratio is ≥ 2⋅106. The minimum target thickness t may be estimated as 

ρ
η

⋅
⋅

⋅≥
c
F

T
t ASE

M

1
, 

where η is low energy absorption, TM is melting point, c is thermal capacity, ρ is target density. For 
aluminum limited by long ASE, the target thickness is ~ 100 nm. 

The short-scale ASE is part of ASE pedestal near the main pulse that cannot be cut by optical 
switches having ~ 4 ns rise time. It originates from the regenerative amplifier (RA) and its spatial 
parameters and small-signal gain are equal to the main pulse. The short ASE intensity level was 
measured by means of 1 GHz Tektronix oscilloscope and p-I-n photodiode (PD) with ≈ 0.5 ns time 
resolution. A plasma shutter prevented the PD damage. The intensity contrast ratio for this kind of 
prepulse (≥ 3⋅1013) is high due to the relatively large energy of the master oscillator picked pulse and 
small losses in the stretcher and RA. 

The ultrashort pre-pulse coming from the regenerative amplifier 12 ns prior to the main pulse, has 
the intensity contrast ratio ≥ 2⋅1011. It may be easily improved (if necessary) by introducing additional 
fast optical switches. 

Ultrashort pre-pulses within chirped pulse duration time interval may be generated due to self- 
phase modulation (SPM) from post-pulses [2]. The sources of the post-pulses are optics with parallel 
surfaces in the laser channel. If a collinear stretched pulse and its replica overlap in time, their 
interference leads to temporal intensity modulations. The subsequent SPM of the modulated chirp in a 
nonlinear medium results in spectral phase aberrations. After recompression, a set of pre- and post-
pulses appears with time intervals equal to the optical delay between the main pulse and its replica. 
The intensity of the pre-pulses is determined by the break-up integral (B-integral) and initial contrast 
ratio. Since the laser facility operates in a single-shot regime, scanning cross-correlator is not suitable 
for contrast measurements. We used a ∼ 2 ps time resolution streak camera with a plasma shutter to 
record temporal history with enhanced dynamic range (∼ 105). A number of pre-pulses have been 
detected in the temporal interval -1000…0 ps, all of them give rise to plasma formation. These 
prepulses may be completely eliminated: all plane-parallel optics is to be replaced by wedged-like 
elements. The post-pulses are cut after spatial filtering. 
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One of the most important features of a recompressed pulse is its leading edge that can 
significantly affect the state of plasma at the moment of arrival of the main pulse. The intensity and 
contrast ratio are degraded by spectral and spatial amplitude and phase aberrations arising from 
spectral clipping, misalignment in the stretcher and compressor, B-integral. Measurements of the 
leading edge profile were carried out by a third-order cross-correlator at a low energy level (∼ 1 mJ) 
and a streak camera with a plasma shutter under nominal experimental conditions (∼ 20 J). The 
intensity contrast ratios of 105 and 108 correspond to –20 ps and –60 ps time delays respectively. 
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STUDY OF XPW-FILTER FOR TEMPORAL CONTRAST IMPROVEMENT  
OF PEARL LASER 

A.A. Kochetkov and V.N. Ginzburg 
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Abstract. We investigated the effect of generation of a cross-polarized wave (XPW) in relation to terawatt 
femtosecond laser pulses. On the basis of the written software code which simulates the process of XPW, a 
theoretical study in the temporal and spatial dimensions was performed. The generation efficiency in the laser 
system PEARL was estimated. It was shown experimentally that the efficiency of the XPW-process based on the 
front end of the complex can achieve 20%. We studied the modulation of the signal spectrum, the dependence of 
efficiency on the crystal’s angle of rotation, and made more accurate estimates of the loss of efficiency in case of 
the off-axis crystal clipping. Also, different variants of schemes of installing the XPW-filter in the laser complex 
PEARL were developed. 

With the development of lasers with petawatt power level, wide horizons for new research and 
applications are opened. Along with peak power, modern laser systems have strict requirements to 
temporal characteristics, such as duration and contrast.  

This work is devoted to developing a method for improving the temporal contrast of the laser 
complex PEARL [1] constructed at the Institute of Applied Physics of the Russian Academy of 
Science (IAP RAS). Nowadays, there are several ways to improve the contrast of high-power laser 
pulses. The most common ones are the plasma mirror [2] and the method of the cross-polarized wave 
generation (XPW) [3]. One of the drawbacks of the plasma mirror is the fact that it is not reusable. 
This is associated with difficulties in applications because the element interacting with a high-power 
pulse should be under vacuum. That’s why the XPW-method was chosen for contrast clearing in 
PEARL. XPW is based on a degenerate four-wave mixing process governed by the anisotropy of the 
real part of crystal’s third-order nonlinearity tensor χ(3), in which a new wave polarized in the 
orthogonal direction can be generated efficiently. Implementation of the XPW-method is quite 
straightforward: a linearly polarized laser pulse is focused into a crystal positioned between two 
crossed polarizers. Efficient conversion with XPW only occurs at high intensities. Weaker, 
unconverted pre- and post-pulses are thus rejected by the second polarizer, thereby improving the 
temporal contrast of the pulse.  

In this work, using the software code simulating the process of generation we estimated the 
efficiency of XPW in relation to PEARL, analyzed the dependence of generation efficiency on 
crystal’s angle of rotation and on B-integral. Also, losses associated with off-axis crystal cutting and 
presence of ellipticity of the input signal polarization were estimated. The experimental part was 
performed based on the front end of the laser system PEARL. The results correspond to the data of 
numerical calculations; maximum efficiency achieved with the use of a BaF2 crystal [6] was about 
20%, which is an acceptable value for the XPW-filter installation in the complex. Based on the results 
obtained in experiments we proposed installation schemes for the XPW-filter in the complex.  
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CRYOGENIC DISK YB:YAG LASER: STATUS QUO AND PERSPECTIVES 

I.B. Mukhin, E.A. Perevezentsev, O.L. Vadimova, I.I. Kuznetsov, and O.V. Palashov 
Institute of Applied Physics of the Russian Academy of Science,  

Nizhny Novgorod, Russia, mib_1982@mail.ru 

Abstract. A ytterbium doped, disk shaped “active mirror” is a most perspective design for high average and 
peak power lasers and advantages of disk lasers may be improved by cooling active elements to cryogenic 
temperatures. A high power cryogenic disk laser is currently under development at IAP RAS. Composite 
Yb:YAG/YAG disks with undoped cup are used to suppress amplified spontaneous emission and thermal 
distortions. The developed laser system emits more than 100 mJ of output energy in a 7 ns laser pulse at a 
repetition rate up to 1 kHz with ~1kW of pump power. The next amplification stage with 3 kW of pump is 
planned to increase the output energy to 1 Joule. 

The increase of repetition rate is one of main topics of modern pulsed lasers. Due to effective heat 
removal, weak self-focusing and high optical efficiency, thin disk lasers may be excellent high average 
and peak power sources [1]. At present, output parameters of thin disk lasers have been reached multi-
kW of average power or hundreds mJ of pulse energy at reduced duty circle of the pump [2, 3]. But a 
high pulse energy and, at the same time, a high repetition rate have not been demonstrated yet. One of 
perspective ways to solve this problem is cryogenic cooling of disk shaped active elements, which 
strongly improves their laser and thermooptical characteristics and allows increasing output energy to 
a multi-J range at a repetition rate near 1 kHz [4]. We report current results of cryogenic disk laser 
development at IAP RAS (Nizhny Novgorod, Russia). The main goal of this research is the 
demonstration of the advantages of cryogenic cooling for high capacity and high power sources. 

The theoretical model of amplification in disk shaped active elements has been developed taking 
into account strongly nonuniform heat release, amplified spontaneous emission (ASE) and a multi-
pass scheme of amplification. We have shown experimentally and theoretically that the ASE effect 
may be strongly reduced in composite active elements with undoped cup and cladding [5] and a new 
technique of thermal diffusion bonding has been developed to fabricate composite active elements 
with undoped cup [6]. Another difficulty in cryogenic lasers is boiling of liquid nitrogen at high pump 
power. Based on technologies of room temperature disk lasers, we are developing a cryogenic disk 
laser head with active micro channel cooling by liquid nitrogen (fig. 1). It has already generated more 
than 1 kW of pump power with negligible thermal distortions of the laser beam. 

 

 
Fig. 1. Cooling scheme of Yb:YAG/YAG composite active element (a) and cryogenic disk laser head (b) 

The current design of our laser system is described below. The seed laser system radiates a few mJ 
of output energy in 6 ns pulses at 1 kHz repetition rate. Next, the signal is amplified up to 30 mJ in the 
preamplifier based on the cryogenic disk laser head with 120 W pump power. Then, the signal is 
amplified in the main amplifier based on two cryogenic disk laser heads with composite active 
elements 20 mm in diameter. The total pump power ~ 2.4 kW for two laser heads is available in the 
main amplifier, and the pump beam diameter is 10 mm. Up to 0.14 J at 0.4 kHz is achieved currently 
at half of pump power used with a duty circle reduced by a factor of 2 (fig. 2a). The output pulse 
duration of 7 ns with spectrum width ~ 0.7 nm has been obtained. The main limitation on the output 
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energy is parasite lasing caused by strong ASE (fig. 2b). The plots for pump and luminescence 
intensities are shown in fig. 2b at different pump power in the cryogenic disk laser head used in the 
main amplifier. Strong saturation of luminescence is observed at pump power ~ 600 W (red curve in 
fig. 2b) and more, indicating parasite lasing in the sample. Composite active elements with undoped 
cup and cladding are under development now to suppress this effect. The output energy at CW pump 
mode is close to the output in the pulsed pump mode and 80 mJ is achieved at 1 kHz repetition rate of 
output pulses (fig. 2a).  

 

 
Fig. 2. The dependence of output energy on pump power at different repetition rates of output pulses (a)  

and temporal profiles of normalized pump and luminescence intensities (b) 

A powerful picosecond laser for OPCPA applications will be developed based on the achieved 
results. A fiber femtosecond laser will be used as a seed source. One part of a seed signal will be used 
for further amplification in cryogenic disk amplifiers up to 1 Joule and the next amplification stage is 
under development now. The maximum pump power in the new cryogenic amplifier will exceed 3 kW 
with pump beam diameter ~ 20 mm. Another part of the femtosecond signal will be used for more 
careful adjusting of cryogenic disk laser output parameters from the point of view of OPCPA 
amplification.  
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HIGH AVERAGE POWER LASER FROM YB:YAG THIN-DISK AMPLIFIERS  
AND ITS APPLICATIONS 

Yo. Ochi, K. Nagashima, M. Maruyama, M. Tsubouchi,  
F. Yoshida, and A. Sugiyama 

Japan Atomic Energy Agency, Kizugawa, Kyoto, Japan, ochi.yoshihiro@jaea.go.jp 

Abstract. We developed a high average power picosecond laser based on the chirped pulse amplification 
technology using Yb:YAG thin-disk amplifiers. The Yb:YAG thin-disk regenerative amplifier at room 
temperature provided 10 mJ pulses at the repetition rate of 1 kHz. The spectrum after the regenerative amplifier 
has Gaussian shape with FWHM width of 1.2 nm. The pulses were recompressed to be 1.3 ps. By employing this 
picosecond pulse as a pump source, a THz pulse at the center frequency of 0.3 THz with micro joule class 
energy has been obtained by the optical rectification in Mg-LiNbO3 crystal. 

High average power picosecond laser system 

The Yb:YAG is a very attractive medium for high average power picosecond lasers owing to its 
suitable emission bandwidth, long fluorescence life time (~ 1ms), small quantum defect, and good 
thermal properties. The thin-disk geometry is also preferable for high average power operation due to 
a good cooling efficiency provided by a high surface-to-volume ratio [1, 2]. In this study, we have 
developed a picosecond laser with 10 mJ energy and 1 kHz repetition (average power ~10 W) based 
on the chirped pulse amplification using a Yb:YAG thin-disk amplifier.  

A schematic diagram of the laser system is shown in Fig. 1. The system consists of a master 
oscillator, a pulse stretcher, a fiber pre-amplifier, a regenerative amplifier, and a pulse compressor. 
The master oscillator is a mode-locked Ti:Sapphire laser operating at the central wavelength of 
1030 nm with band width of 6 nm. The laser frequency is 80 MHz and the power is 200 mW. The 
pulse stretcher with a reflection grating gives a chirp of 400 ps/nm to each pulse. The throughput 
power from the pulse stretcher is 65 mW. The pulse energy is amplified up to 2 W in a laser diode 
pump Yb-doped fiber amplifier. Then 1 kHz pulses are picked up by an optical shutter consisting of 
Pockels cell and half wave plate picks. Then the pulses are injected into the regenerative amplifier. 
Here the input pulse energy is approximately 10 nJ. The amplification medium is 7 at.% doped 
Yb:YAG ceramic thin-disk with 0.2 mm thick and 10 mm diameter mounted on a water cooled copper 
heat sink. The thin-disk is wedged at an angle of 0.1 degree in order to prevent interference in the 
cavity due to unwanted reflections. The front side and the back side are anti-reflection (AR) and high-
reflection (HR) coated, respectively, for both pump and laser wavelengths. The pump light is 940 nm 
laser extracted from the laser diode coupled with a fiber of 400 µm core diameter.  

 

 
Fig. 1. Schematic diagram of the laser system. TFP: thin film polarizer, FR: Faraday rotator, HWP: half wave 
plate, QWP: quater wave plate, PC: Pockels cell, M: plane mirror, CC: concave mirror, CX: convex mirror 
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Pump light exciting the fiber is imaged on the thin-disk with a spot diameter of 2.5 mm and then 
folded 24 passes by a parabolic mirror and reflecting prisms. The cavity is configured so that the seed 
laser passes through the gain region 8 times (4 bounces) per a cavity round trip. The beam sizes on the 
thin-disk are designed to be 2.0 mm at the 1/e2 intensity. At a pump power of 100 W, the seed laser 
energy is reached to be 10 mJ by around 40 round trips. After the regenerative amplifier the spectral 
shape of the laser has a nearly Gaussian shape with the FWHM bandwidth of 1.2 nm. The laser pulse 
is recompressed to be 1.3 ps, which is almost Fourier transform limit duration, in the pulse compressor 
with a pair of gold coated gratings of 1740 grooves/mm. With the throughput efficiency of 0.8, 8 mJ, 
1.3 ps, 1 kHz pulses are delivered from the system and are in operation now. In the near future, we 
will increase the pulse energy up to 100 mJ by adding a 1 kW pumped Yb:YAG thin-disk multi-pass 
amplifier after the regenerative amplifier. 

THz generation 

By employing the 1.3 ps pulse as a pump, we acieved the THz pulse generation by the optical 
rectification in a Mg doped stoichiometric LiNbO3 crystal [3]. The THz waveform was measured by 
the electro-optical (EO) sampling method. In order to obtain the precise THz waveform, the EO probe 
pulse should be shorter than THz pulse duration and temporally synchronized with the pump. 
Therefore we made a 200 fs probe pulse from a 1.3 ps pump pulse as follows; firstly, the light leaking 
through the HR mirror was picked up. Then the light was injected into the optical fiber to broaden the 
spectral band by the self-phase modulation. The broadened pulse was recompressed by a transparent 
grating pair. The measured THz waveforms by 1.3 ps and 200 fs probe pulses are shown in Fig. 2 (a). 
The THz spectra derived from the Fourier transform of the temporal waveform shown in Fig. 2 (b), 
indicate that the center frequency is 0.3 THz. Currently a THz energy of 1.5 µJ was obtained with the 
pump energy of 3.6 mJ.  

 

 
Fig. 2. Measured THz waveforms (a) and Fourier transformed spectra (b).  

Open square and solid circle indicates data obtained by 1.3 ps and 200 fs probe pulses, respectively 
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J-KAREN LASER UPGRADE AND PERSPECTIVES 
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Abstract. J-KAREN is a state-of-the-art high-power laser with hybrid OPCPA/Ti:Sapphire, double CPA 
architecture. Due to high temporal and spatial beam quality, the on-target intensity exceeds 1021 W/cm2 with an 
f/2 focusing. The temporal contrast is high enough for shooting 1 μm foils without plasma mirrors. These 
allowed us to demonstrate proton acceleration up to energies exceeding 40 MeV and Al ion acceleration up to 
320 MeV (12 MeV/nucleon). We present the current laser performance, recent experimental achievements, and 
the upgrade plan to achieve the on-target peak power of 1 PW and repetition rate of 0.1 Hz. 

J-KAREN laser system 

The J-KAREN laser [1] is a hybrid OPCPA/Ti:Sapphire laser employing double CPA architecture. 
It consists of a commercial CPA Ti:Sapphire laser system (Femtolasers, FemtoPower Compact Pro), 
stretcher, OPCPA preamplifier, three multi-pass amplifiers (pre-amplifier, power amplifier, and 
booster amplifier), and vacuum compressor. The laser features a number of innovations. In particular, 
the temporal contrast is enhanced with the double CPA scheme, AOPDF system, OPCPA 
preamplifier, two saturable absorbers, and ultrafast Pockels cell; the thermal lensing is removed by 
cryogenically cooling the power amplifier; the pumping beam profiles are improved with diffractive 
optics; the transverse lasing in large-aperture Ti:Sapphire crystal is controlled with an index-matching 
liquid; the long-term stability is ensured with several automatic beam alignment systems. The J-
KAREN laser provides on-target peak power of up to 250 TW, high beam quality allowing focusing to 
~2–3 μm spot and achieving intensity exceeding 1021 W/cm2 using a f/2 off-axis parabola, and a 
possibility of daily operation during long experimental campaigns. All these made possible several 
discoveries and pioneering experiments, some of them are described below. 

Proton and ion acceleration experiments 

The temporal contrast of the laser pulses is high enough to employ ~1 μm thick foil targets without 
plasma mirrors. Thus, the pulse energy and beam focusability are preserved up to the target, and easily 
accessible target systems like tape driver can be used. Using only ~7 J pulse energy at the power of 
200 TW and intensity exceeding 1021 W/cm2, we demonstrated proton acceleration up to 40 MeV [2], 
which at that time significantly surpassed the previous long-standing record achieved with 10 J pulse 
energy (24 MeV) [3]. We also demonstrated Al ion acceleration up to 320 MeV (12 MeV/nucleon) [4]. 

High-order harmonics from relativistic electron spikes 

We discovered a novel regime of high-order harmonic generation by multi-TW femtosecond lasers 
in gas jet targets [5]. In this regime, comb-like spectra with hundreds of even & odd harmonic orders 
reaching the 'water window' spectral range are generated by either linearly or circularly polarized 
pulses. The harmonics are generated by sharp, structurally stable, oscillating electron spikes at the 
joint of the wake wave and bow wave boundaries. 

J-KAREN-P upgrade plan 

These achievements allowed us to get funds for the major facility upgrade which is now underway. 
In particular, we will increase the repetition rate up to 0.1 Hz and on-target peak power up to 1 PW, 
Fig. 1 [6]. The beam diameter will be increased up to 25 cm, with the corresponding replacement of 
the pulse compressor, beamlines, and two experimental chambers. Major efforts will be devoted to the 
achievement of high wavefront quality, absence of angular chirp, good temporal compression, and 
ultrahigh contrast. We will also pay particular attention to the infrastructure required for efficient laser 
use in advanced experiments, including precision alignment techniques, auxiliary laser beams, 
monitors, etc. The upgraded laser, J-KAREN-P, will be first used for proton acceleration up to 
energies exceeding 100 MeV [7] and coherent keV x-ray generation. 
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Fig. 1. Schematic of the J-KAREN-P laser system [6]  
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HIGH ENERGY/INTENSITY LASERS FOR HED SCIENCE 
AT EUROPEAN XFEL 

G. Priebe1,2, M. Nakatsutsumi1, I. Thorpe1, B. Mueller3, A. Pelka1,4, K. Appel1,  
Th. Tschentscher1, and Max Lederer1 
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Free-electron laser facilities provide new applications in the field of high-pressure research 
including planetary materials. The European X-ray Free Electron Laser (XFEL) in Hamburg will start 
user operation in 2017 and will provide photon energies of up to 25 keV. With a photon flux of about 
1012 photons/pulse, with a pulse duration of 2–100 fs and a repetition rate of up to 4.5 MHz during 
600 µs long bursts with a repetition rate of 10 Hz, rendering up to 27000 pulses per second, this 
facility will provide unique opportunities to study material under extreme conditions. The high-energy 
density science instrument (HED) is one of the six baseline instruments at the European XFEL. It 
enables the study of dense material at strong excitation and high pressures, studying structural and 
electronic properties of excited states with hard x-rays. Besides the use of the x-ray FEL beam as a 
possible pump and/or probe, it will be equipped with a high contrast PW-class ultra-high power, a 
temporal shaped ultra-high energy, KJ-class and amJ-class MHz repetition rate, matching the X-ray 
burst structure, laser facility. Probing of the laser-generated excited states will be performed with the 
x-ray free electron laser.  
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REGISTRATION OF SPATIO-TEMPORAL PROPERTIES  
OF ULTRASHORT LASER PULSES  
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G.S. Rogozhnikov1, V.V. Romanov1, S.A. Bel’kov1, M.Ya. Schelev2,  
N.S. Vorobyev2, and P.B. Gornostaev2 
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Abstract. In order to efficiently apply laser radiation of multichannel laser facilities in experiments 
concerning fast processes diagnostics in dense hot plasma, accurate information about spatio-temporal properties 
of laser pulses is required.  One of the most promising solutions is using high-speed streak cameras. This paper 
deals with methods of laser beams alignment on the target, experimental results on measuring ultrashort laser 
pulses properties are discussed. 

Introduction 

For efficient application of high-energy radiation in experimental physics, including interaction of 
such radiation with matter, high-temperature plasma in the course of laser-fusion experiments, etc. it is 
important to know precise information on spatial-time behavior of picosecond laser pulses at each 
point along the whole optical path of this multichannel laser facility, as well as separation of single 
laser pulses from each other in space and time [1]. 

The Institute for Laser Physics Research at FSUE “RFNC-VNIIEF” runs several high-power 
multichannel laser facilities and single-channel short-pulse laser facilities such as TW-class 12ch. 
ISKRA-5 and 4ch. LUCH facilities, a TW-class 1ch.PICO and a PW-class 1ch. FEMTO facility [2–4]. 
They all may need a precise diagnostic system that will be capable not only to provide the spatial-
temporal measurements with picosecond and ten-microns precision but which will be easily integrated 
into a digital computer system controlling the operation of the whole laser system. 

One of the suitable solutions is to use ultrafast image-converter streak cameras providing accurate 
measurements of laser radiation within the spectral range from soft x-ray radiation (0.1 nm) up to near 
IR (1.6 µm) with sub picosecond time resolution and tens of microns (≥30 line pairs/mm) spatial 
resolution and capable of being integrated into any digital control system of a multichannel laser 
facility.  

A PS-1/S1 picosecond streak camera designed by GPI RAS was tested for time –space resolved 
measurements of ultrashort laser pulses generated by the FEMTO petawatt laser facility.  

Experiments 

In order to see all laser pulses hitting the target in the alignment purposes the streak camera must 
watch the target from a rather long distance of half to several meters. So a wide-aperture telescopic 
system is needed to gather the light scattered by the target. To simplify the challenge, a single-channel 
FEMTO 100 fs-pulse facility was used in preliminary experiments with a beam divided into several 
spatially and time-shifted beams. 

For this purpose a 15mm and a 1 mm thick plane -parallel glass (K-8 type) plates were installed on 
the input streak camera slit (at half of its length). Thus the calibrated time delay between two parts of 
the same beams was equal to 25ps and 1.66 ps, correspondingly. The PS1/S1 streak-camera recorded 
chronogram and its corresponding microdensitometry trace which were obtained during present 
experimental tests were perfectly resolved at streak speed of about 160fs/pixel.  

Another set of the experimental tests was devoted to measure the PS-1/S1 streak camera ultimate 
time-response function. The best camera response function (FWHM) was equal to 1.1ps (6.99pixels). 
The autocorrelator trace reveals ~ 100fs pulse duration for this particular experiment. 

Conclusion 

Thus, on the basis of the experimental results obtained during the PS-1/S1 streak camera tests at 
FEMTO laser installation it is possible to make the following conclusions: 

− PS-1/S1 streak camera is quite capable of measuring single laser pulses of approximately one 
picosecond duration, as well as a train of single laser pulses separated by not less than one 
picosecond from each other. 



121 

− PS-1/S1 streak camera may be also used for delay monitoring of single picosecond laser pulses 
irradiating a target to control spatial distribution of laser radiation incident on the target. 

− Due to a large range of PS-1/S1 streak velocities, such a camera may be also used to record 
laser pulses of nano and sub-nano durations, which permits using this camera to control slow 
high-power channels of multi-channel laser installations. 
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Abstract. The paper deals with the project concerning the development of a petawatt multi-channel laser 
system for high intensity physics processes research using laser plasma electromagnetic fluxes created by 
intensive ultra-short laser pulses with high temporal resolution. 

Introduction 

Construction of the megajoule laser facility was recently started in Russia [1]. This paper deals 
with the construction of a multi-channel petawatt laser system based on the 4-channel “Luch” facility 
[2] that will serve as a prototype of the diagnostic system for the future megajoule laser facility. The 
system is designed according to the CPA principle (Chirped Pulse Amplification) using a chirped 
pulse directly amplified by neodymium amplifiers, and will generate from one to four pulses with 1 kJ 
energy at 1054 nm wavelength. The goal of the project is to develop a diagnostic system that will be 
used to study fast-going processes related to the physics of high energy densities with high temporal 
resolution, with pulses of X-ray radiation of laser plasma generated by the intense ultra-short laser 
pulses. The key components of the system to be developed and practiced are: phase and amplitude 
control of the wideband laser pulse spectrum; amplification of the chirped pulse in parametric pre-
amplifier and primary amplifier based on neodymium phosphate glass; remote data control and 
collection; mutual synchronization of several laser pulses; regulation of wave trains in the range from 
10 to 100 ps; development and practicing of focusing methods, etc.  

The principles underlying the design of a laser system 

The design of a prospective petawatt laser system used to diagnose fast-going processes in hot 
dense plasma is stipulated by the need for spectral correction of wideband laser pulse, as well as by 
pre-amplification in the non-linear parametric light amplifier, direct amplification of the chirped pulse 
in neodymium phosphate glass and temporal pulse compression inside laser compressor, based on 
integral or composite diffraction gratings.  

A multi-channel petawatt laser system works according to the following algorithm: generation of a 
short laser pulse (τ ~ 250 fs); its stretching; amplification in pre-amplification cascades; division into 
the required number of beams from 1 to 4; amplification in laser channels of “Luch” facility and 
temporal compression in laser compressor up to τ ~ 1 ps. The laser beam at each of the four channels 
outputs will have the aperture of 20×20 cm. Each of the beams will be passed through its own laser 
compressor. Each of the four compressors will generate one ultra-short pulse that will irradiate the 
auxiliary target located close to the object under study. 

The basic parameters of the multi-channel petawatt laser system used to diagnose fast-going 
processes in hot dense plasma are central wavelength: 1054 nm; controllable pulse duration: 1–50 ps; 
number of laser beams: 1-4; radiation energy per each pulse: 1000 J; radiation divergence: 5×10–5 rad; 
focal length of off-axis mirror: 0.8 m; intensity of laser radiation at the supplementary target: 
≥1018 W/cm2 per each beam at 1 ns laser pulse duration. 

Super-powerful ultra-short laser pulse irradiates the supplementary target and generates a short 
(τX-ray < 10 ps) pulse of hard X-ray radiation which penetrates through the object under study. Records 
of 2-D image of the object allow restoring density distribution inside the object. Time sweep of gas-
dynamic flow in plasma of the object is made when the train of super-powerful ultra-short laser pulses 
is formed with the adjustable interval of pulses sequence (10–100 ps), which correspondingly irradiate 
the supplementary target. To diagnose fast-going processes in the object under study the authors 
propose to use linear X-ray radiation with hν ~5–40 keV energies (lines Kα, Sn, Dy) [3] or the 
continuous spectrum.  

The method known as radiography (proton or X-ray ones, depending on which radiation is 
involved) is actively applied at the NIF facility as an individual sub-system named ARC (Advanced 
Radiography Capability) [4], at Z-accelerator (Sandia National Labs, USA) [3] and at LMJ facility 
under construction as a diagnostic sub-system named PETAL (Petawatt Aquitaine Laser) [5]. 
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In order to obtain an ultra-short pulse at laser compressor output it is necessary to preserve its form 
and spectrum width, corresponding to duration of the pulse at the output of the system. A method of 
wideband acceleration fits well for this purpose, which is based on parametric light amplifiers and is 
successfully applied in RFNC-VNIIEF at super-powerful laser facility “Femto” [6]. However, these 
methods are still technologically too sophisticated and costly for the lasers with a large beam aperture. 
That is why in our system we will use the principle of parametric amplification of wideband chirped 
pulses only at pre-amplification stage (from several nano-joules to tens of milli-joules) [7]. 

We will use the neodymium glass amplifier of “Luch” facility as the main amplifier. Since the 
amplification band in neodymium phosphate glass is not wide enough to uniformly amplify the 
wideband pulse, the pulse spectrum at the output is narrowed and changed, which, in its turn, results in 
the distorted time form of the pulse after it has been compressed. Several methods to widen the 
effective amplification band of neodymium amplifiers are available [8, 9]. The promising method to 
save and broaden the pulse spectrum during amplification is to use the adaptive control of individual 
frequencies (spectral components) of the laser pulse, so it will be used in the laser system presented in 
this paper. A handy instrument for changing the spectrum of the chirped pulse being amplified is the 
acousto-optical light dispersive delay line (LDDL) [9]. This apparatus is developed jointly by ILFI 
RFNC-VNIIEF (Sarov), Acousto-Optical Research Center NUST MISIS (Moscow) and the Moscow 
Engineering Physics Institute (Moscow). Experimental research carried out with the help of LDDL on 
spectral correction of chirped laser pulses in an Nd-doped phosphate glass regenerative amplifier (RA) 
were characterized by high gain ((∼ 4×107) [10]. 

The factors that limit the output power of the laser system are radiation resistance and the 
dimension of diffraction gratings of the laser compressor. The laser compressor optical scheme based 
on four parallel reflecting diffraction gratings will be implemented [6]. In our laser system multi-
layered dielectric (MLD) gratings will be implemented having destruction threshold over 3.5 J/cm2 
[11]. 

Conclusions 

A prototype of the unique super-powerful multi-channel laser system is under development in 
RFNC-VNIIEF based on the classical “Luch” facility, reaching petawatt power level to diagnose fast-
going processes in hot dense plasma featuring temporal resolution (< 10 ps) that can’t be attained by 
other methods.  

The project implicates multiple studies to be performed and different sub-systems to be developed, 
such as those used for the combined amplification of wideband pulses in parametric and neodymium 
amplifiers; adaptive control of laser pulse spectrum; generation of the train of pulses with adjustable 
period (10–100 ps); synchronization between picosecond and nanosecond pulses. Methods for 
focusing and converging several pulses on the target will be developed along with the method of 
aligning diffraction gratings. 

The laser system to be built in the framework of the project may find applications in the other fast 
developing scientific branches, such as communication, metrology, biophysics, medicine, chemistry 
etc. 
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Abstract. A method for visualization of IR radiation in the two-micron range using CaF2:Ho crystals is 
proposed. The energy efficiency of conversion of two-micron laser radiation to radiation in the red spectral range 
620–690 nm by a CaF2:Ho crystal is estimated. A study of upconversion processes in CaF2:Ho crystals is 
presented. 

One of the significant problems of modern photonics is the search of materials for visualisation of 
IR laser radiation. From the available information, the currently used commercial visualizers can 
convert to the visible light only the IR radiation with wavelengths not exceeding 1.7µm. For example, 
the working spectral range of visualizers produced by Roithner Lasertechnik (Germany) is 0.7– 
1.7 µm [1]. At the same time, visualizers are required for converting the IR radiation in the spectral 
range above 1.7 μm. For example, they need to visualize two-micrometer laser radiation. 

Anti-Stokes luminescence under excitation at the energy level 4I13/2 of Er3+ ions in various 
compounds is the physical basis of most currently existing visualizers of IR radiation. At the same 
time, beginning from the 1960-s, the anti-Stokes luminescence of Ho3+-doped fluorite-type crystals 
(MF2:Ho, where M = Ca, Sr, Ba) in the visible and near-IR wavelength regions has been extensively 
studied. Currently, there is a large number of works devoted to the study of anti-Stokes luminescence 
in crystals CaF2:Ho [2–9]. Results of these works show that CaF2:Ho crystals can be used in infrared 
visualizers. 

However, we have found no studies of anti-Stokes luminescence in CaF2:Ho crystals excited by 
two-micron radiation to the 5I7 level of Ho3+ ions. In the present work, we studied the anti-Stokes 
luminescence in CaF2: Ho crystals under excitation of the 5I7 level of Ho3+ ions and assessed the 
possibility of using this material as a visualizer of two-micron laser radiation.  

A detailed study of upconversion processes in CaF2:Ho crystals is presented. Near-infared to 
visible upconversion luminescence of Ho3+ ions at the transitions 5G4, 5G4, 5G5, 5F3, 5S2(5F4), 5F4, 5I4

5I8, 
5I5, 5I6, 5I7→5I8, 5I5→5I7, 5F5→5I7, 5F5→5I6, 5S2→5I7, 5F3→5I6 were observed in CaF2:Ho crystals under 
laser excitation of 1912 nm. Results of the study of decay kinetics of luminescence of Ho3 + with levels 
of 5F3, 5S2(5F4), 5F5, 5I4 and the dependence of luminescence intensity on excitation power density 
show that the excited-state absorption and energy transfer process are responsible for the presence of 
anti-Stokes luminescence in CaF2:Ho crystals.  

We estimated the energy efficiency of the conversion of two-micron laser radiation to radiation in 
the red spectral range 620–680 nm by the CaF2:Ho crystals. The energy efficiency of the conversion 
of two-micron laser radiation to radiation in the red spectral range 620–680 nm by the CaF2-1mol 
%HoF3 crystal does not exceed 0.02 %. 

We demonstrated the possibility of visualization using a display in the form of an aluminium 
substrate coated, with the help of a binder, by a powder milled from CaF2:Ho crystals. When 
illuminating this visualizer by the radiation of a LiYF4:Tm laser, we observed a bright red spot. 
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Abstract. Owing to the prospect to achieve human being’s dream for clean, carbon-free energy, researchers 
around the world have made tremendous efforts toward achieving inertial confinement fusion (ICF) using laser 
[1–3]. Scientists in China have also been devoted to the development of laser driver for ICF since the late 1960s. 
During the past decades, numerous works have been dedicated to optimize the materials and fabrication process 
to enhance the performance of the optical components to meet the requirements of increasingly larger and more 
powerful laser systems. Significant progresses on the essential raw materials, such as hafnium and potassium 
dihydrogen phosphate, as well as the main optical materials, including the Nd-doped phosphate glass, 
KDP/DKDP crystal, K9 glass and fused silica, have been achieved. In general, a complete supporting system of 
optical materials and components has been developed in China to meet the demands of the SG laser facilities.  

Raw materials 

High-purity hafnium and potassium dihydrogen phosphate are essential raw materials. To achieve 
high purity hafnium, a production line and purification process have been established, with which the 
metal hafnium produced has met the requirements for preparing high power dielectric coatings. For 
high-purity potassium dihydrogen phosphate, the improvement in the purification process and 
environmental control enables a impurity metal ion content of less than 0.1 ppm, the anion content and 
the organic carbon content are lower than 1 ppm and 10 ppm, respectively. The overall purity is higher 
than 99.9%. The technological breakthroughs in these key raw materials provide a guarantee for 
preparing high-power laser coating and high-performance laser crystal, respectively. 

Main optical materials 

As the laser gain medium in the ICF laser drivers, Nd-doped  phosphate glass is required to have 
the high net gain, high efficiency of energy storage and extraction, high resistance laser-induced 
damage resistance, and high optical homogeneity. The investigation of Nd-doped phosphate laser glass 
in China began in 1970’s. Till now, series Nd-doped phosphate laser glasses (N21, N31, N41) with 
large size, high homogeneity and high gain coefficients have been developed and well used in the SG 
series facilities. In the past few years, one of the main progresses in producing the Nd-doped 
phosphate glass is the development of continuous melting process. With this process, laser glass slab 
with size of 460 × 850 × 40 mm have been fabricated. Compared with traditional pot melting process, 
the continuous melting process can obviously increase the performance and volume at lower cost. 

K9 glass is used as the substrate of the mirror coating. The large size K9 glass with stress less than 
5 nm/cm has been developed.  

As the key material of focus lens, diffractive optics, and debris shield in the ICF laser drivers, the 
high quality fused silica glass with size larger than Ф500 mm and index homogeneity about 3~5 × 10-6 
has been achieved.  

KDP and DKDP crystal are used as electro-optic switch and frequency converter, due to their 
specific physical properties, including the optical transparency in a wide region, high nonlinear 
conversion efficiency, reproducible growth to the required large size, and ease of fabrication. One of 
the recent progresses in crystal growth is the development of the new method to grow large KDP 
crystal, the so-called “point-seed” method. With the new method, the growth rate can be increased to 
10 mm/day, whereas the growth rate using the traditional method is only around 1–2 mm/day. With 
the progress in the raw material and the growth method, high performance KDP crystal with size of 
635 × 555 × 530 mm and DKDP crystal with size of 510 × 390 × 520 mm have been produced.  

Optical components 

To fulfill the requirements, including optical property, laser damage resistance and wavefront 
quality, of optical components used in SG laser facilities, tremendous works have been done to 
investigate the optical finishing and coating deposition technology.  
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Optical finishing process has been investigated and optimized against the features of Nd-doped 
phosphate glass, K9, fused quartz and crystal, respectively. The wavefront quality over different 
spatial frequency regions as well as the surface quality of the optics have been effectively controlled.  

Coating production has been studied as systematic engineering, including the preparation, coating 
deposition and post treatment process. By investigation of the substrate cleaning, deposition parameter 
and post treatment technique, the laser damage resistance of the coating has been enhanced. In 
addition, research on the stress evolution and aging, as well as optimization of the deposition 
parameter enable the efficient stress control of the coatings. 

The cladded N31 glass have been used in the SG laser facility, after being pumped by 2500 shots 
of high energy xenon lamp, no interface damage, no peeling and no spraying have been observed. 
Large size dielectric mirrors and polarizers with LIDT higher than 22 J/cm2 (1064 nm, 3ns) and 
10.5 J/cm2 1064 nm, 3 ns) have been achieved, respectively. The Sol-gel AR coatings on fused silica 
with LIDT of 35 J/cm2 (1064 nm, 3 ns) and 14 J/cm2 (355 nm, 3 ns), as well as the Sol-gel AR 
coatings on crystal with LIDT of 15 J/cm2 (1064 nm, 3 ns) and 10 J/cm2 (355 nm, 3 ns) have been 
achieved. A pulse compressed grating  with the size of 430 × 350 × 80 mm has been prepared and 
used in SG II-U-PW system (290 × 105 mm oval beam spot) to achieve 380 J/5 ps laser output, 
fortunately, no damage was observed on PCG. 

Summary 

With the demands of SG laser facilities, significant progress has been made in optical materials 
and optical components in China. Now, the key raw materials (metal hafnium and potassium 
dihydrogen phosphate) and optical materials (laser neodymium glass, K9 glass, fused quartz and 
crystal) can be domestically supplied. The development of finishing equipment, the advancement in 
the optical finishing process, as well as the optimization of coating production process, enable the 
rapid improvement of the various optical components. The larger size optical components, including 
the continuous melting neodymium glass, KDP and DKDP crystal, continuous phase plate (CPP), as 
well as mirror and polarizer have been achieved. 
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Abstract. A method for decreasing flattop pulse distortion in a high energy solid state laser in a high 
saturation regime is proposed. It’s basic idea is pulse splitting and consistent amplification of all replicas in the 
same active elements. This method allows increasing the amplifiers efficiency and output energy. Another 
advantage of this method is prevention of optical elements breakdown is.   

Introduction 

The efforts to achieve high output intensity and/or high amplifier efficiency are accompanied by 
strong pulse shape distortions. This occurs because the pulse energy is comparable with the saturation 
energy of laser transition. Distortions of the shape are insignificant for bell-shaped, quasi-Gaussian 
pulses. Saturation results, primarily, in pulse displacement in time [1]. For pulses with a steep leading 
edge, shape distortions are very important. The pulse at the amplifier output resembles a triangle with 
a steep leading and a flat rear edge. The effective pulse duration decreases and probability of laser 
elements damage increases. We propose a method that would enable reducing distortions of the 
amplified pulses and achieving steplike pulses at the amplifier output.  

Shape distortion parameter of a pulse with steep edges  

Distortions in the shape of pulses with steep edges can be best assessed by parameter N defined as 
the ratio of the gain at the initial G0 and final Gend moments of time. 

By using the Frantz-Hodvik equation [2] 
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If the amplifier comprises several (m) cascades, then the parameter 
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For several (n) pulses propagating successively through the amplifier, we can analogously obtain 

the formula 
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The concept of reducing shape distortions  

For obtaining a steplike pulse at the amplifier output, the input pulse must have the ratio of the 
intensities at the rear and front edges equal to Ntotal. But for n pulses of the same total energy, the ratio 
of each i-th pulse is much less, and is equal to total

n N  in the ideal case.  
Hence, in the high saturation regime (when Ntotal is large) division even into two pulses greatly 

reduces distortions. It is rather easy to obtain two pulses by dividing them according to their 
polarizations. This will allow changing the ratio of their energies at the amplifier input. They may be 
either summed at the amplifier output in the polarizer or in the SHG of the second type, or may be 
used independently as different pump channels.  
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Results of calculations of distortions of two pulses v/s one pulse for the pump laser of the 
pearl facility 

Consider as an illustration results of computation of distortions of the shape of the pulse with steep 
edges at amplification in a 7 cascade Nd:glass rod amplifier. Part of the Gaussian beam with a duration 
of 5 ns, with monotonic edges was taken as a model pulse.  

   
        a      b 

Fig. 1. Output single pulse (a) and two pulses (b) with the same total energy 

Clearly, for a single input pulse, the ratio N of the intensities at the front and rear edges is more 
than 30 times. In the case of two input pulse replicas, the ratio N of intensities does not exceed 6 times, 
and the output pulse shape is much closer to the rectangle (see Fig. 1). 
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Abstract: We review the recent results achieved on Titanium Sapphire PetaWatt lasers. Key enabling 
technologies are presented. Perspectives towards higher peak power of 10 PW are discussed. 

 

1. Introduction 

Ultra high intensity laser pulses are required by researchers for a growing number of applications. 
The advent of Titanium Sapphire (TiSa) as a laser material has overcome many limitations existing 
with the traditional Neodymium doped glasses in terms of installation size, cost and repetition rate. 
The Chirped Pulse Amplification (CPA) concept [1] has made possible the amplification to very high 
energy levels, while keeping a very short pulse duration.  

Thanks to these breakthroughs several research teams worldwide have built installations based on 
the TiSa  technology, some of them delivering peak power above PetaWatt level up to 2 PW [2]. The 
first operation of the Petawatt laser system at a repetition rate of 1 Hz has been reported [3, 4] on 
BELLA at Lawrence Berkeley National Laboratory and more recently the first PetaWatt operation 
below 25 fs [5] has been demonstrated on the laser system built for the CETAL (Center of the 
Excellence for Advanced Laser Technology) project.  

We report on the performance of these 2 systems, the key enabling technologies supporting high 
performance laser operation and the perspectives towards 10 PW operation.  

2. Latest PetaWatt results 

A 1 Hz PetaWatt laser system has been built, installed and commissioned at Lawrence Berkeley 
National Laboratory by Thales Optronique in September 2012 with the first PetaWatt laser shot 
at 1 Hz demonstrated in July 2012. This laser system is based on a double CPA configuration with 
a 2 crystals XPW filter [6] inserted between the 2 CPA in order to increase the temporal contrast by 4 
orders of magnitude at least. The 2 final power amplifiers are pumped by high energy frequency-
doubled Nd:YAG lasers working at 1 Hz. An output energy level before compression up to 70 J has 
been obtained. The initial PetaWatt laser shot at 1 Hz has been produced with an energy per pulse after 
compression of 42.4 J and a pulse duration of 40 fs. This laser system is now in full operation since the 
end of 2012 and routinely produces a laser beam to drive ongoing acceleration experiments. 

Another PetaWatt laser system has been demonstrated and commissioned in November 2013 at 
INFLPR in Romania for the CETAL project. This laser system works at a repetition rate of 0.1 Hz as 
frequency-doubled Neodymium glass lasers are used to pump the final amplifier stage. A careful 
amplification design to minimise gain-narrowing effects as well as insertion in the early part of the 
second CPA of the AOPDF device to correct high orders of residual spectral phase have led to 
produce a beam with 52 nm spectral width (FWHM) resulting in a 23.7 fs (FWHM) compressed pulse 
duration at full laser power measured with a one-shot autocorrelator. Then the 26.5 J energy level 
reached after compression allowed to produce a 1.12 PW peak power. 

3. Perspectives towards 10 PW laser systems 

The scientific community of particle acceleration has several requirements to improve the 
performance of drive laser beams. One of them is to increase the peak power. 

Thales Optronique is involved since July 2013 in the construction of 2 laser beamlines delivering 
10 PetaWatt each at 1 shot per minute for the ELI-NP (Extreme Light Infrastructure – Nuclear 
Physics) located in Romania.  

Design of the beamlines will be presented as well as the main technical challenges to reach the 
expected performance like a further reduction of pulse duration close to 20 fs through the insertion of 
new solutions like spectral filters [7] to compensate accurately gain-narrowing effects. 

Invited 
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4. Conclusions & outlook 

We have demonstrated the performance of 2 PetaWatt laser systems with emphasis on high 
repetition rate and short pulse duration. The Titanium Sapphire technology will be again used to build 
the next generation of higher peak power lasers, 10 PW class, therefore extending capabilities of lasers 
for particle acceleration physics. 
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THERMALLY INDUCED DISTORTIONS OF RADIATION  
IN FARADAY ISOLATORS FOR MAGNETOOPTICAL ELEMENTS  

AND LASER BEAMS WITHOUT AXIAL SYMMETRY 
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Abstract. A model for numerical calculation of depolarization in complex configurations of a 
magnetooptical element (MOE) and a complex beam profile is created. The model is supported by experiments. 
It is shown that in the disk geometry of the MOE there is a strong dependence of thermally induced 
depolarization on beam diameter. It is demonstrated that the degree of isolation in a "multichannel" Faraday 
isolator (FI) may be increased by a factor of 6–8 as compared to the traditional FI. 

The Faraday isolator is an important part of laser systems, but it is one of the optical devices that is 
most influenced by thermal self-action because of the relatively strong absorption (~10–3 cm–1) in the 
magnetooptical elements (MOEs). The absorption-induced nonuniform cross-sectional temperature 
distribution leads to linear birefringence (photoelastic effect) and to distortions of the transmitted 
beam wavefront (thermal lensing). These factors limit maximum working laser power of the FI [1, 2]. 

With the development of high-power laser systems, there arise a need in a Faraday isolator with 
elements that have other than cylindrical symmetry. One of the important examples of such 
configurations are beams with a square /rectangular cross-sectional profile, which are often used in 
lasers with high average and high peak power to increase fill-factor of the active elements of 
amplifiers and generators. Also, these configurations are useful for creating FI for nonpolarized light 
where both beams of different polarization pass through a single magneto-element. This allows 
reducing dimensions of the device and thermally induced depolarization. 

In such cases no analytical expressions for the depolarization can be obtained. So, a three-
dimensional numerical model for thermal depolarization investigation has been developed.  

It calculates temperature distribution and thermal stresses in the element with the finite element 
method. Based on this refractive index, changes related to the photoelastic effect and depolarization 
are calculated. Calculations can be performed on elements of any shape and any intensity distribution 
of the beam. Calculations are confirmed by test experiments. 

The degree of depolarization γ is calculated by integrating the local depolarization profile taking 
into account the profile of radiation intensity in the beam cross section. Calculation of γ is carried out 
in 3 steps. The first step is calculation of the temperature distribution in the sample by solving the heat 
equation with a source proportional to the absorption coefficient and the spatial distribution of the 
laser intensity. The resulting temperature gradient is used as a source of thermal expansion for the 
elasticity equation. Further, from this equation strain tensor in three-dimensional space is calculated. 
Heat and elasticity equations are solved in 3D by the finite element method (using a combination of 
Comsol and Matlab software systems). Then, the impermeability tensor elements are calculated. They 
are associated with the strain tensor with the photoelastic tensor coefficients and rotation matrices for 
the Euler angles, which allows taking into account the orientation of the crystallographic axes of the 
element. Further phase shift integration is performed along the beam axis. 

As a model experiment the dependence of the depolarization on the diameter of a Gaussian beam 
in a disk MOE (TGG, ø20 mm, L = 7 mm) was calculated and measured. It is shown that with 
increasing radius of the beam from 1.4 to 8 mm, the depolarization decreases by a factor of seven, 
which is in a good agreement with the theoretical curve (fig. 1a). 

Also, as a model experiment the dependence of the depolarization on the shift of the beam relative 
to the crystal in a cylindrical MOE (TGG, ø10 mm, L = 20 mm) was calculated and measured 
(fig. 1b). The depolarization difference between the central and the shifted positions of the beam does 
not exceed 40%. All experiments show good agreement between the measurements and the 
calculations, so the model is quite accurate. 
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Fig. 1. The dependence of normalized thermal depolarization on a) beam diameter in disk MOE,  

b) beam shift in cylindrical MOE, c) distance between beams in slab MOE.  
The curves correspond to calculations, the triangles to experimental data 

A Faraday isolator with slab geometry with two spatially separated beams was modeled (the MOE 
was made of magnetooptical glass, length 30 mm, 8×20 mm2 in cross-section, beam diameter 6 mm at 
the level of 1/e2). In this situation, in the case of independent beams thermally induced depolarization 
can be reduced by a factor of 4, and calculations show that in the case of the optimal distance between 
the beams, depolarization can be further reduced by a factor of 1.5 in the cylindrical geometry of MOE 
and 2 times in the slab geometry of MOE (fig. 1c).  

Conclusion 

Thus, a model for numerical calculation of depolarization in complex configurations of a MOE 
and a complex beam profile has been created. The model has been confirmed by the experiments. It 
was shown that in the disk geometry of MOE there is a strong dependence of the thermally induced 
depolarization on the beam diameter. For the "multichannel" FI, a possible increase in the degree of 
isolation by a factor of 6-8 compared to the traditional FI was demonstrated. 
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PROBLEMS AND PERSPECTIVES OF CREATION OF HIGH INTENSITY 
FEMTOSECOND LASER SYSTEMS WITH COHERENT BEAM COMBINING 
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Abstract. The basic design principles of high intensity laser systems based on coherent combining of 
radiation of multichannel laser complexes are considered. The influence of the instability of parameters of 
individual components of radiation on coherent combining efficiency is analyzed, and requirements to their 
values for realization of high efficiency coherent combining are determined. Experimental results showing the 
fundamental possibility of coherent combining of parametrically amplified femtosecond pulses with energy up to 
100 mJ and 20 fs pulse duration are presented and analyzed. The peculiarities of the coherent summation of 
radiation in multichannel scheme are discussed. 

Introduction 

The major problem of the creation of ultra-high intensity laser systems is reaching technological 
limit of the linear single-channel approach to their construction. In this way, peak intensity claimed in 
single channel laser systems such as Apollo10P and Vulcan10P does not exceed 1023–1024 W·cm−2 
whereas projects based on a promising technique of coherent beam combining such as ELI and 
XCELS plan to achieve peak intensity higher than 1025 W·cm−2. Coherent beam combining shows 
great promise owing to overcoming limitations on maximum available single-channel peak power 
restricted by maximum available aperture of amplifier and compressor. Thus coherent beam 
combining is the key technique for creation of ultra-high intensity femtosecond laser facilities. One of 
the main problems appearing with the necessity of coherent beam combining implementation is the 
high requirements on the identity of combined beams, especially in the phase domain [1]. These 
requirements are unlikely to be implemented using laser amplifiers due to the significant aberrations 
(mainly thermal aberrations) induced during amplification. This problem can be overcome using 
parametric amplifiers instead of laser ones owing to the practical absence of phase distortions caused 
by thermal effects with a proper choice of nonlinear optical crystals having small absorption for all 
interacting waves.  

Coherent beam combining 

Investigations performed at the Institute of Laser Physics of the Siberian Branch of the Russian 
Academy of Sciences (ILP SB RAS) concern the development of principles for generating extreme 
light fields and creating the multichannel femtosecond laser system of ultra-relativistic intensity based 
on the coherent combining of femtosecond pulses amplified by using the OPCPA method under 
picosecond pumping. At present dual-channel laser system based on broadband parametric 
amplification of chirped Ti:Sa laser pulses in BBO and LBO crystals is designed and created at ILP 
SB RAS. Each channel consists of three-stage parametric amplifiers with pump pulses of 532 nm 
wavelength and 90 ps pulse duration. Parametric amplification for its part requires precise 
synchronization of seed and pump pulses with sub pulse duration accuracy. We developed the 
optoelectronic system for locking both lasers to the same reference standard (optical clock) with the 
accuracy less than 200 fs. The amplified pulses are further compressed with grating compressor to 
duration of about 20 fs in each channel. For the first time the coherent combining of two pulse 
sequences with energy of ~150 mJ and 10 Hz repetition rate is experimentally realized [2]. The 
coherent combining efficiency of 95 % is reached with the use of original relative jitter two–loop 
stabilization setup with a slow loop based on amplified pulse error signal registration and a fast loop 
based on unamplified pulse error signal measurement, that allows to keep residual jitter as low as 40 as 
[3]. The spatial distribution of the radiation under coherent combining using sharp focusing (F/6.4 
paraboloid) with the total peak intensity ~ 2·1019 W·cm–2 is shown on Fig. 1. Analysis of experimental 
data shows that reduction of F/D parameter and compensation of aberrations should allow potentially 
reaching a level of intensity ~1020–1021 W·cm–2 in created system. 

An analysis of the dependence of the efficiency of coherent combining on the number of channels 
for different instabilities performed by us in [1] are shown the only meaningful dependence of the 
timing jitter on the number of combined beams. No other parameters have any significant dependence 
on the number of channels, so will not result in a sufficient efficiency reduction in a multichannel laser 
setup. Thus developed system of active stabilization of the relative jitter that demonstrated high 
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efficiently coherent combining of radiation for the two channels can be used in multichannel scheme 
(N channels) like shown in Fig. 2. In the presented scheme all N-1stabilization systems operate 
independently, which should lead to rapid achievement of stabilization mode in a multichannel 
scheme. 

 

  
Fig. 1. Beam profiles in the focal plane for the first channel (a), the second channel (b),  

for a combined pulse (c) and horizontal data projection (d) 

 

 
 

Fig. 2. Scheme of coherent multibeam coherent combining using two loops active systems  
of relative jitter stabilization 

To create an ultra-high-intensity laser system, not only should the number of channels be increased 
but also the peak power and energy in each channel should be enhanced too. Energy scaling can be 
realized by increasing the LBO crystal size and the pump energy at the final amplification stage. The 
results of numerical simulations based on the extended model of parametric amplification assert that a 
10 PW single channel level can be achieved using LBO crystals with a diameter of about 30 cm [1]. 
Some projects aimed at the creation of diode pumped laser with an energy of about 100 J operating at 
high repetition rate. The possible schemes of using such lasers for pumping of booster parametric 
amplifiers are discussed .Thus experimental results and the analysis presented in the paper provide a 
basis for the creation of a new generation of high-intensity laser sources based on coherent beam 
combining. 
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COMPARISON AND POSSIBLE COMBINING 

V.Yu. Venediktov 

St.-Petersburg State Electrotechnical University "LETI", St.-Petersburg, Russia, vlad.venediktov@mail.ru 
St.-Petersburg State University, Faculty of Physics, St.-Petersburg, Russia 

Abstract. The review paper considers “traditional” adaptive optics and dynamic holography as two 
competitive alternative tools for laser beam control and at the same time reveals some fields of technology, 
where these two techniques can be combined. 

The traditional approach to adaptive optics (AO) is based on the idea of using the system 
comprised of some wavefront sensor (WS; most usually – Shack-Hartman sensor), computer, and 
actuator (the mirror with the controlled shape or liquid crystal spatial light modulator), correcting the 
wavefront. The computer analyses the data from WS and controls the actuator so as to eliminate the 
distortions imposed into the wavefront by laser medium, atmospheric turbulence etc. It is also well 
known (see, for instance, [1]) that a similar task can be also fulfilled by the use of dynamic 
holography. In this case the distortions are read out by the beam of coherent radiation and then the 
dynamic hologram of distortions is recorded in liquid crystal valve or some other device. This 
hologram is used as the corrector. The advantages of holographic approach are well known – the depth 
of distortions is not limited by the actuator stroke, the system is much simpler, it lacks computer and 
mechanical elements. Its disadvantages are also well known: the holographic systems are less flexible, 
they reveal strong chromatism (accurate correction is available in a much narrower spectral range than 
in the case of traditional AO; the latter, however, is not very important in the case of laser 
applications), and the present day technology of holographic record is not very suitable for the high 
power applications. 

One has to note that historically these two approaches, which obviously fill into one and the same 
field of science and technology, were developed by different communities and were even described in 
different terms. In our review paper we try to unite these two halves of one common science, to 
describe them in standard terms, to determine parallelism and also to eliminate some popular 
misunderstandings. 

For instance, traditionally the AO was treated as the numerical technique, while the holographic 
approach was treated as the analogous one. However, there exist some technologies which do not 
correspond to this dichotomy. For instance, one can record the zero diffraction order corrector in 
analogous scheme [2], and, at the same time, one can use computer-generated dynamic hologram as 
the AO actuator [3]. 

We also discuss some possible systems, comprising both AO and dynamic holography principles, 
first of all in WS design, like the so-called holographic WS [4], incoherent digital holography etc. 
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Abstract. Thermally induced distortions of laser beam polarization and phase on passing active elements 
made of single crystals with cubic symmetry were calculated for a particular temperature distribution taking into 
account anisotropy of the elastic properties of the materials. The isotropic expressions for the induced 
birefringence were extended for the case of a thin disk and modified for the long rod geometry. The 
depolarization degree and the focal length of the thermal lens were found. 

Parasitic thermal effects are one of the major factors limiting the output power of solid-state lasers 
[1]. Absorption of pump radiation in active elements leads to nonuniform heating due to quantum 
defect. Then, thermal expansion of the medium results in elastic stresses. Finally, the photoelastic 
effect leads to a variation of the dielectric tensor. In a general case, the medium becomes biaxial, 
therefore the transmitting laser beam sustains distortions of both polarization and phase. 

The piezooptic tensor that characterizes the photoelastic effect is a fourth rank material tensor [2]. 
In cubic crystals it depends on the crystallographic axes orientation [defined by the first two Euler 
angles (α, β)]. By now phase and polarization distortions in cubic media have been analyzed at 
arbitrary crystal orientation in the approximation of the isotropic elasticity problem [3–5]. However, 
the elastic compliance tensor s is a four rank tensor as well and thus varies with crystal orientation, 
too. This dependence is characterized by the elastic anisotropy ratio 

 ( )44 11 122s s s sξ =  −   , (1) 

where sij are the components of s in Nye’s notation. For isotropic materials, e. g., glasses, ξs = 1. The 
elastic anisotropy is negligibly small in widely used garnets (YAG, TGG, GGG, YIG, etc.) and some 
other materials (e. g., BaF2) since ξs ≈ 1 within 10 %. It is however substantial for some other cubic 
crystals: CaF2 (ξs = 1.77), SrF2 (ξs = 1.25), KCl (ξs = 2.69), etc. 

In the works concerning thermal depolarization in cubic crystals the photoelastic anisotropy 
parameter is used to describe the dependence of the induced birefringence on crystal orientation. This 
material property is introduced in the form of either stress-optic anisotropy ratio ξπ or strain-optic 
anisotropy ratio ξp: 

 ( ) ( )1 1
2 244 11 12 21 44 11 12 21, 2p p p p pπξ π π π π ξ=  − +  =  − +     , (2) 

where πij and pij are the components of the piezooptic and the elastooptic tensors in Nye’s notation, 
respectively. Since ξπ = ξpξs, these two formulas of the photoelastic anisotropy parameter are not 
equivalent for materials with anisotropic elastic properties. Therefore, it is not clear which value 
describes the effects proposed in these papers properly. We note that there is no such problem for the 
second parameter of photoelastic anisotropy ξd (which is nonzero for 23 and m3 crystals) since 

 ( ) ( ) ( ) ( )1 1
2 212 21 11 12 21 12 21 11 12 21d p p p p pξ π π π π π= −  − +  = −  − +     . (3) 

We have analyzed the influence of the elastic compliance tensor anisotropy on thermally induced 
beam distortions in cubic single crystals. Starting from the known thermoelasticity problem solution 
for a particular temperature distribution [6, 7], we obtained the phase incursion and depolarization 
degree in the approximations of the radially cooled long rod and thin disk at arbitrary crystal 
orientation. In the disk, if the stress-optic anisotropy ratio ξπ is used as the parameter of photoelastic 
anisotropy, the expression for the photoelastic additive to the dielectric tensor copies the elastically 
isotropic one except for a minor refinement of the dimensionless power definition and for a new 
orientation dependent multiple F defined by sij (see the figure). Thus, in the case of small 
birefringence, the depolarization degree is multiplied by F2. Moreover, the component of phase 
incursion that stands for the change of thickness of the active element becomes astigmatic due to non-
axial-symmetric deformation. In a long rod, beam distortions caused by the photoelastic effect are 
described in a form that is substantially different from the isotropic one. 
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In addition, in cubic crystals of symmetry groups 23 and m3, the anisotropy of elastic properties 
leads to the fallacy of the known estimates for orientations with minimal depolarization. The shift of 
the optimal orientations is different for a long rod and a thin disk. 

 

 
Factor F in CaF2 as a function of the Euler angle β at α = π/4 ([MMN] orientations).  

The simplest orientations are shown by arrows 
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The progress of chirped-pulse amplification CPA technology provides great opportunities for 
studying laser-matter interactions with on-target intensity exceeding 1022W/cm2. To date, several laser 
systems with peak power up to PW have been realized with different schemes, and the effort to deliver 
200 PW peak power with Ti: sapphire laser system has been pursued through the Extreme Light 
Infrastructure (ELI) project. For laser-matter interaction experiments at such intense level, the contrast 
is required as high as 10–10 to prevent pre-plasma dynamics. In order to suppress the noise, several 
pulse-cleaning techniques have been developed. For example, in 1998 Itatani et al. increased the ASE 
contrast by two orders from 10–5 to 10–7 with saturable absorbers. In particular, contrasts as high as 
10–10 to 10–11 have been achieved by using the cross-polarized wave (XPW) generation, nonlinear 
polarization rotation (NPR), double-CPA and OPCPA. Although those techniques are improved 
continuously, up to now they are mainly achieved at a limited power level. 

 
In this talk, I will present the recent progress of our XL-III laser facility with PW level peak power 

following the review on the high contrast techniques. By replacing the previous regenerative amplifier 
with a new CPA system and a non-collinear femtosecond optical-parametric amplifier, the pulse 
contrast ratio reached 10–10 on the tens picoseconds scale. In this scheme, a homemade broadband 
Ti:sapphire laser was used as the seeding source, the sub-10 fs output laser was divided into two 
beams with powers of 70 % and 30 % respectively. Then the higher power beam was used as the seed 
for the CPA I, following the stretcher and two stages multi-pass amplifiers, the laser was frequency 
doubled to 405 nm after the compressor as the pump for the NOPA. The other lower power beam was 
used as the signal for the NOPA. A Herriott-type telescope was used to delay the signal beam 
for experiencing the same optical length with the pump beam. Under the pump energy of 100 mJ at 
532 nm from a commercial laser (Quantry PRO-170), we got 5 mJ laser at 50 fs pulse duration from 
the CPA I. After 2 stage NOPAs, the signal laser was boosted to 26 µJ. To pursue even higher power, 
we injected the high contrast laser into the CPA II as the seeding pulse. The CPA II consists of an 
Offner-triplet stretcher, three stage multi-pass Ti:sapphire amplifiers and a vacuum compressor. Before 
amplification, we first extended the signal laser to 600 ps, then amplified the chirped-laser to 20 mJ at 
10 Hz repetition rate. Following that, we divided the laser repetition rate to 1 Hz to match the 3 J 
Nd:YAG laser (Beamtech Inc). With optimized amplification, laser energy up to 780 mJ was obtained. 
The final stage amplifier was dual pumped with a 120 J Nd:glass laser at 527 nm wavelength at single 
shot per 20 minutes (Beamtech Inc), two uniform plates were used to smooth the beam profile of 
pump lasers. Under full energy pump, the optimized average amplified energy was 46.8 J. The 
amplified pulses from the final stage amplifier were enlarged to the diameter of 150 mm and then 
recompressed by a grating based compressor installed in the vacuum chamber. To minimize the pulse 
duration, we used a commercial FROG to monitor the dispersion compensation and pulse duration. 
With the ray tracing simulation and optimized alignment, we measured the average pulse duration to 
be 27.9 fs. According to the 69 % measured transmission of the compressor, it implies a compressed 
energy of 32.3 J, corresponding to a peak power up to 1.16 PW. Our preliminary experiment with laser 
matter interaction has proved the brightness enhancement of Kα X ray compared to the conventional 
high power Ti:sapphire laser, the detailed result will be introduced in this talk. 
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2Institute of Applied Physics of the Russian Academy of Sciences, Nizhny Novgorod, Russia  

Abstract.The thermally induced depolarization caused by thermally induced birefringence can be 
characterized by the optical anisotropy parameter ξ. The optical anisotropy parameters ξ of BaF2 and SrF2 were 
measured for three probing wavelengths of 531 nm, 633 nm and 1076 nm. With the experimental accuracy these 
materials have the same value of optical anisotropy parameter ξ equal to –0.34±0.03 and didn't show a 
significant dependence on the used wavelength of the probing radiation. 

Introduction 

With the passage of laser radiation through and optical element there arise negative thermal effects 
associated with heating of the medium. One of these effects is thermally induced birefringence that 
arises in the optical elements due to the photoelastic effect caused by temperature gradients. It results 
in depolarization of transmitted radiation and therefore in additional losses of power. The thermally 
induced depolarization can be characterized by the optical anisotropy parameter ξ which depends on 
the material of the optical element. In single-crystal optical elements this parameter at fixed size and 
distribution of heat radiation completely determines optimal direction, in which depolarization takes 
the minimal value. In case of single-crystal materials with a negative value of optical anisotropy 
parameter ξ, there is the orientation of crystallographic axes in which the thermally induced 
depolarization vanishes [1, 2], and also such materials can be used in well-known schemes of 
compensation of thermally induced depolarization without using a reciprocal quartz rotator [3, 4]. 

Measuring the optical anisotropy parameters 

 
 
 
 
 
 
 
 
 

Fig. 1. Geometry of crystal. θ  determines the  angle of crystallographic axes  & polarization  
of radiation, (r, φ) are polar coordinates 

We can characterized laser radiation after the crystal by local depolarization 
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When the crystal is rotated around the z axis, the integral depolarization takes on the minimum and 
maximum value. In [2, 5] it was shown that, if 
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Using the original method [2], we measured the optical anisotropy parameters ξ of cubic crystals 

of BaF2 and SrF2. A Yb-fiber 300 W laser at the wavelength 1076 nm with linear polarization and 
Gaussian profile was used as a source of heating radiation and two diode lasers with wavelengths of 
531 nm, 633 nm were used as sources of probing radiation. 

After passage of calcite wedge 1, probing radiation from the diode laser with linear polarization 
was propagated to the sample, where it was combined with heating radiation. Glan prism 2 cross-
polarized with the calcite wedge was tuned up to minimum signal – depolarized component of the 
transmitted field. The intensity distribution was recorded by a CCD camera. 

 
Fig. 2. Scheme of experiment. 1 – calcite wedge, 2 – Glan prism,  

3 – crystal sample, 4 – absorbers, 5 – quartz wedges 

    
   1               2 

Fig. 3. Images from CCD camera.  
Polarized (1) and depolarized (2) field components 

Conclusion 

The optical anisotropy parameters ξ were determined from the measurements of the thermally 
induced depolarization depending on the power of heat radiation at different positions of the crystals. 
To the experimental accuracy, these materials have the same value of optical anisotropy parameter 
equal to –0.34 ± 0.03 and do not show significant dependence on the used wavelength of the probing 
radiation. 
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OFFNER TRIPLET TELESCOPE STRETCHER FOR PEARL SYSTEM 

A.S. Zuev and I.V. Yakovlev 
IAP RAS, Nizhny Novgorod, Russia, Alan.zuev@yandex.ru 

Abstract. It is intended to upgrade the front-end of the PEARL laser system by replacing the femtosecond 
oscillator and stretcher. The OPCPA scheme with frequency conversion will be replaced by the classical OPCPA 
scheme. Reliability and stability of the laser system will be increased. Various perspective stretcher schemes are 
analysed in this presentation. Our choice has been substantiated, calculations have been performed and the 
scheme of the Offner triplet telescope stretcher has been optimized.  

The PEtawatt pARametric Laser system (PEARL) based on the optical parametric chirped pulse 
amplification (OPCPA) scheme with frequency conversion [1] operates in IAP RAS (Nizhny 
Novgorod, Russia). The principal difference of this scheme from the traditional OPCPA is that the 
stretched radiation at 1250 nm from a femtosecond Cr:forsterite laser is injected into the first 
amplification cascade, and the radiation with another wavelength generated as a result of three-wave 
interaction in the first cascade is directed to the subsequent cascades and to the compressor. 

For increasing the reliability and stability of the laser system PEARL, it is planned to upgrade the 
front-end part. The femtosecond Cr:forsterite oscillator with central wavelength of 1250 nm will be 
replaced by a Ti:sapphire laser with central wavelength of 910 nm, which generates 40 fs pulses with 
an energy of 5.5 nJ. The original stretcher with a pair of prisms between the diffractive gratings will be 
replaced by a traditional stretcher. Thus, the classical OPCPA scheme will be used instead of the 
OPCPA scheme with frequency conversion.  

Various schemes of stretchers were examined and analyzed. The Martinez stretcher [2] and the 
Offner triplet telescope stretcher [3] with parabolic and spherical mirrors were studied in detail. The 
Offner triplet telescope stretcher with spherical mirrors has been chosen for PEARL, because the 
residual phase of the laser system connected with the fourth order dispersion is minimal. 

The optimal focal length of the concave mirror and the impact parameter were selected to reduce 
the size of the optical elements of the stretcher and the value of the residual phase of the system. The 
value of the angular chirp (the frequency dependence of the direction of the output radiation) for 
different values of the impact parameter was analyzed, and it was shown that the value of the angular 
chirp is smaller than the diffraction divergence. For stretcher compactness, the focal length of 90 cm 
concave mirror and 3 cm impact parameter were chosen (Figure 1). The optimal sizes of the optical 
elements of the stretcher were calculated.  

 
Fig. 1. Offner triplet telescope stretcher for PEARL laser system (top view (a) and side view (b)) 

The possibility of residual dispersion compensation due to translation and rotation grating of the 
stretcher was examined. It is shown that the residual dispersion of the fourth order distorts the 
temporal pulse profile only slightly. The residual phase of the system is calculated and it was shown 
that the value of the phase is less than the residual phase in the stretcher-compressor. So, the phase 
introduced by the amplifier can be neglected. 
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LIGHTNING LEADER EVOLUTION – OBSERVATIONS AND SIMULATIONS 

M. Chen and Ya-P. Du 
The Hong Kong Polytechnic University, HKSAR, China 

 mingli.chen@polyu.edu.hk 

Abstract. This talk summarizes the authors’ work on lightning leader formations in last decades. It includes 
two parts: (1) highly time-resolved observations of leader developments, and (2) simulations of leader 
evolutions. Part (1) includes: i) optical images of downward stepped leaders in natural lightning and bidirectional 
leaders in triggered lightning observed with ALPS, ii) spatial evolutions of leaders in triggered lightning 
observed with broadband VHF interferometer, and iii) charge evolutions of leaders based on simultaneous 
optical and electrical observations of leaders. Part (2) includes a 2D model for bi-directional leaders and a 3D 
self-organized model for downward stepped leaders. 

Leader Observations 

Downward Stepped Leader observed with ALPS: The first return stroke in cloud-to-ground 
lightning is always preceded by a stepped leader that travels downward. The stepped leader is 
generally thought to involve both a stepping and a more or less continuous charge transfer processes. 
With a high-speed digital 16 × 16 photodiode array photographic system (ALPS), the relative light 
intensities as a function of height and time for two negative downward stepped leaders (A and B) were 
recorded and investigated [1]. For the leader A, it was found that the light waveform for each segment 
of the leader channel started with a series of sharp light pulses followed by several slow-rising and 
longer-lasting light surges. Both the light pulses and surges appeared to superimpose on a continuous 
luminosity slope having a long rising front followed by an almost constant light level. Analysis 
showed that each light pulse involved a stepping process, which originated at the leader tip and 
propagated backward. The pulses suffered little degradation within the first tens to hundreds of meters 
from the leader tip backward (bright tip length), but with a severe attenuation behind the bright tip. 
The light surges behind the bright tip kept almost a constant in amplitude as it propagated upward at a 
speed of about 108 m/s. The leader had an overall downward speed of 4.5–11.2×l05 m/s, a step interval 
of 5–50 µs, and a step length of 7.9–19.8 m. Similar results were obtained for the leader B. Based on 
these results, it was inferred that the current of a stepped leader may consist of two parts: an impulsive 
current within the leader bright tip and a continuing current behind the tip. After propagating along the 
bright tip up, because of increasing impedance of the leader channel behind the tip, the impulsive 
current attenuates rapidly into part of a continuing current. 

Bi-directional leader observed with ALPS: Based on highly time-resolved optical images observed 
with the ALPS and electric fields observed with slow and fast antenna at a close distance to the rocket 
launcher, 5 altitude-triggered lightning flashes were recorded and analyzed [2]. The data showed that 
all the 5 flashes had a similar chronological sequence of events, including a bi-directional leader 
system followed by a minireturn stroke and a bi-directional discharge process. It was found that the 
bi-directional leader system consisted of an upward positive leader initiated from the top of the 
floating wire and a downward negative stepped leader from the bottom of it, with the onset of the 
former prior to the latter by 3 to 8.3 ms. The downward leader appeared to pause and resume several 
times, while the upward leader extended forward continuously. With the downward leader close to 
ground, a mini-return stroke occurred between ground and the bottom of the wire. The minireturn 
stroke propagated upward with a speed of 1–2×108 m/s and emitted intense light similar to a normal 
return stroke. It became invisible after entering the wire and appeared again as a bright upward 
discharge from the top of the wire several microseconds later. This bright upward discharge ceased 
after propagating forward several hundreds of meters at a speed of 1.5–5.4×107 m/s. The cessation of 
this bright upward discharge was obviously associated with the disintegration of the floating wire at 
that moment. Right after the cessation of the upper bright discharge, a bi-directional discharge process 
started from the bottom of the wire with its positively charged part having an upward speed of  
3–10×105 m/s and its negatively charged part a downward speed of 2–2.6×105 m/s. Reflection of 
current waves at the bottom of the wire due to the wire explosion at that moment may be a major 
reason for the occurrence of this lower bi-directional discharge. 

Leaders observed with VHF interferometer: A leader process may be invisible to an optical 
instrument but may emit intense VHF impulses. Based on a combination of a camera and a broadband 
VHF interferometer, the 3D spatial evolutions of the initiation leader process and the two leader-return 

Invited 

mailto:mingli.chen@polyu.edu.hk�


146 

stroke processes involved in a classically-triggered lightning flash were rebuilt and analyzed. It was 
found that the initiation leader might start in the cloud and firstly propagated downward from about 
930 m to 300 m high in a vertical manner and then moved in zigzag manner towards the tip of the 
triggering wire. Such a downward initiation leader process is not common in triggered lightning in the 
literature. The speed of the initiation leader decreased from 3.7 to 0.3×106 m/s as it descended. The 
leader preceding the first return stroke (L1) included three stages: L1a, L1b and L1c. At stage L1a, the 
leader started inside the cloud and propagated downward, but with a different channel to that of the 
initiation leader. At stage L1b, as the leader descended to about 300 m high, it turned to propagate 
along the same zigzag portion of the initiation leader trace toward the tip of the triggering wire trace. 
At stage L1c, as the leader attached to the tip of the triggering wire trace, it turned to propagate 
upward along the same vertical portion of the initiation leader trace. The stage L1c might be a 
reflection of L1a at the tip of triggering wire trace due to different conductivities between the leader 
channel in air and the melt triggering wire trace. The speed for L1a showed a decrease from 2.32 to 
0.32×106 m/s as it descended, while that for L1c showed an increase from 0.85 to 2.7×106 m/s as it 
ascended. The speed for L1b was in a range of 0.4~1.1×106 m/s. The leader preceding the second 
return stroke (L2) behaved similarly to that of L1 but with higher speeds. 

Leader charge evolution: Besides the leader spatial evolution, knowing the evolution of the leader 
charge is also critical to understanding the mechanism of initiation and propagation of the leader. 
However, the leader charge along its channels has not been well-documented, mainly due to the lack 
of means to measure the charge density directly. In a recent study [3], we presented an approach for 
retrieving the temporal and spatial evolution of the charge density and the current of a steadily-
developing upward leader based on ground observations of electrical fields and high speed camera 
images of two upward positive leaders initiated by a classically-triggered lightning technique. For the 
two leaders, both the leader speed and the charge density, hence the leader current, showed a trend of 
increase as the leader propagated upward. There was a good consistency in the variation trend between 
the calculated leader current and the leader channel brightness. The calculated leader current agreed 
well with the current measured at the channel base, indicating that our proposed method for retrieving 
the leader charge density is effective and reliable. More recently, similar works have been done for two 
downward negative leaders too.  

Leader Simulations 

To make more improvements to existing models, we presented recently two leader models: a 2D 
bidirectional leader model and a 3D self-organized model for downward negative stepped leader [4–
5]. In this 3D model, the characteristic features of stepped leaders were generalized, so that parameters 
such as the charge density along the leader channel, leader corona sheath radius, leader step length, 
step time interval, and step advance speed were calculated. A stepwise growth of 3D leader channel 
was developed stochastically. Parameters predicted by the model were qualitatively compatible with 
observation results, while the engineering approximation of the model for convenient lightning 
protection analysis was derived thereafter. Moreover, the lightning striking distance to flat ground was 
also defined and calculated. It was found that the striking distance is well associated with the charge 
density (or electrical potential) of the leader tip near to ground rather than the total charge in the leader 
channel. Finally, based on appropriate physical understanding, the striking distance was linked to the 
return stroke peak current that follows the leader. 
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THE INFLUENCE OF AIR HUMIDITY ON AUTO-OSCILLATIONS  
ON GROUND SURFACE 

V. Chernov 
Institute of Applied Physics RAS  
e-mail: vcher@appl.sci-nnov.ru 

We report results of experimental study of the action of acoustic radiation on ground for a 
small loudspeaker height. Apart from the nonlinear effects observed in experiment [1], active impact 
of air humidity on the ground was revealed. Air humidity influences the amplitude and spectra of 
auto-oscillations in systems with positive feedback. 

 
Auto-oscillations in air are known to be excited in the "microphone-amplifier-loudspeaker-air" 

system. These auto-oscillations are continuous. The air has no nonlinearity and dispersion in a wide 
range of pressures. We know that air humidity weakly influences sound velocity [2]. We know that 
ground is a porous medium with high nonlinearity. This property of ground was studied by a number 
of researchers [3, 4]. How does humidity of air influence auto-oscillations on ground surface? In 
particular, it would be very informative to investigate the phase relationship between a seismic signal 
in the ground and a source signal. 

We study in experiment some features of the impact of air humidity on ground surface. The 
scheme of the experiment is shown in fig. 1. The signal from a generator is radiated by a vibrator 
which we mount on the ground surface (or a loudspeaker which is situated above ground surface). The 
seismic signals are received by accelerometers placed at different depths of the ground. The phase 
difference between the radiated and propagating signal is measured by a phase meter. Our 
observations show that the phase difference is not constant, it is changing in time [1].  

 

 
Fig. 1. The scheme of the experiment 

Based on this phenomenon we could observe an interesting effect. Figure 2 shows a system with 
positive feedback.  

 
Fig. 2. The scheme of autooscillatory system: V – vibrator, A – accelerometer,  + Feedback – amplifier 

The ground area is included in this chain too. A vibrator or a loudspeaker may generate 
oscillations. The amplification coefficient in this system is about 60 dB. According to Nyquist 
criterion [5], this system is unstable, if the phase difference due to the chain is ∆ϕ = 2πn, n = 0, 1, ... . 
The auto-oscillations generated in such a system are determined by the amplitude-frequency 
characteristic of the vibrator on the ground surface. This characteristic has resonance, and the 
oscillation frequency is defined by the following formula [6]:      

2 E S
kM

ω = , 
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where E is the modulus of elasticity defined by elastic properties of the ground; S is the area of contact 
of vibrator and ground; M is vibrator mass; к is the coefficient of the base geometry. In the vicinity of 
resonance frequency, the phase characteristic has a jump by one pi. Thus, in the vicinity of resonance 
frequency, there exists a frequency which compensates the phase difference in other parts of the 
system. 

The air humidity changes the elastic properties of the ground. However, this effect is not observed 
if the humidity is less than 30%. This phenomenon was verified by the following experiment. If we 
increase or decrease air humidity, we will observe resonance frequency changes (Figure 3). If the air 
humidity is less than 30%, we observe the influence of the temperature on the resonance frequency. 
Figure 4 illustrates the resonance frequency behavior with increasing or decreasing temperature.  
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Fig. 3. The influence of humidity  

on autooscillation frequency 
Fig. 4. The influence of temperature on autooscillation 

frequency for the humidity less than 30 % 

 
Thus, air humidity and temperature influence elastic properties of the ground surface and 

resonance frequency of auto-oscillations in a system with positive feedback on the ground.  
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ELECTROMAGNETIC RESPONSE OF THE INHOMOGENEOUS ANISOTROPIC 
ATMOSPHERE TO A SINGLE LIGHTNING DISCHARGE 
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1 Institute of Applied Physics of the Russian Academy of Sciences, Nizhny Novgorod, Russia 
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Abstract. 3D numerical model of the electromagnetic environment of an isolated lightning discharge in the 
plane atmosphere is developed. Spatiotemporal distribution of the discharge current depends on the flash type 
and generally consists of different components, such as the return stroke and continuous current. Disturbance of 
the electric conductivity inside the thundercloud and anisotropy of the upper atmosphere conductivity are taken 
into account. The model describes both the quasistatic electric field burst caused by the Maxwell’s relaxation of 
the charge disturbance and electromagnetic pulse generated mainly by the return stroke. An application of the 
model to both direct and inverse problems of the atmospheric electrodynamics is discussed. 

Introduction 

The developed models of the electrical response of the atmosphere to the lightning discharge are 
based on the curl-free (quasi-static) approximation for the electric field or on the complete set of 
Maxwell equations. The quasistatic axially symmetric models, in particular, are used to simulate the 
dynamics of sprite halos and sprite streamers (see, for instance, [Qin et al., 2013]) and to estimate the 
lightning discharge contribution to the global circuit [Mareev et al., 2008]. The models based on the 
complete set of Maxwell’s equations are able to describe also the lightning-induced electromagnetic 
pulse, so these are usually used for simulation of the upper atmosphere heating/ionization after the 
lightning discharge and optical emissions known as elves (see, for instance, [Marshall, 2012]). Being 
focused on the upper atmosphere response to the electromagnetic pulse, these models consider a short 
time interval after the discharge. However, it is important to consider the lightning-induced 
atmospheric electric field at larger times to estimate an influence of the upper atmosphere on the 
charge transfer and currents induced by the lightning discharge. Some evidences that this influence 
may be significant were presented by Ma et al. [1998]. Here, we consider a 3D model of the electric 
environment of an isolated lightning discharge based on a complete set of the Maxwell’s equations. 
The model describes both the electromagnetic pulse generated mainly by the return stroke and slow 
transient electric field driven by the Maxwell relaxation of the lightning-produced disturbance of the 
charge density. 

Model Basics and Sample Results 

The electric (E) and magnetic (H) fields in the vicinity of the lightning discharge in the plain 
atmosphere are determined by the Maxwell’s equations: 

              (1) 

Here ),(ext trj  is the discharge (source) current density, tensor ( )σ r  describes the conductivity of the 
medium, ρ  is the charge density, 0ε  and 0µ  are the electric and magnetic constants, respectively. 
Generally, distributions of both the source current and conductivity are assumed to be arbitrary. Since 
the Cartesian coordinate system is adopted in the model, the computational domain has the shape of a 
parallelepiped with a height of (up to) 150 km and horizontal sizes of a few hundreds kilometers. The 
top and bottom plane boundaries of the domain are assumed to be perfect conductors. The equations 
(1) were solved numerically using the FDTD method. 

The atmospheric conductivity is assumed to be isotropic up to the height of 70 km and anisotropic 
at higher altitudes. In the lower atmosphere away from the source region the conductivity grows 
exponentially with the height z according to the relation 0 exp( / )z Hσ , where 14

0 5 10  S/mσ −= ⋅  is the 
conductivity near the ground (at the height z = 0) and m 106 3⋅=H  is the scale height of the 
conductivity profile. Near the source, inside the thundercloud of arbitrary shape, the conductivity is 
assumed to be disturbed: the ratio of the conductivities inside and outside the thundercloud at the same 
altitude is one of the parameters of the model. The source current is localized inside the thundercloud 
and may have an arbitrary direction and spatial distribution. Depending on the discharge type 
(intracloud or cloud-to-ground) the source current may include different constituents, such as the 
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return stroke, continuous current, and M-component, with the appropriate temporal profiles (see 
[Davydenko et al., 2011]).  

To illustrate the capabilities of the model, the electric field of the symmetric source in anisotropic 
upper part of the atmosphere is presented (see Fig.1). Here, the source represents the vertical cloud-to-
ground discharge with the height and radius of the arisen charged region of about 9.5 and 4 km, 
respectively, the total neutralized electric charge is equal to 1 C; the source current reaches the 
maximum within 40 μs, total duration of the discharge is equal to 1 ms. At the heights of more than 
70 km the conductivity is anisotropic, so the parallel, Hall and Pedersen components of the 
conductivity tensor are taken into account; the geomagnetic field is inclined at 40° to the vertical axis. 

 

 
Fig. 1. The vertical cross-sections of the electric field distribution at the time moment 0.3 ms after the 
vertical cloud-to-ground discharge. The cross-section plane contains both the vertical axis and 
geomagnetic field vector. The top and bottom panels represent distributions of the absolute values of the 
electric field and its transversal (normal to the geomagnetic field) component, respectively. An 
asymmetry of the total electric field distribution and formation of the ELF pulse are well recognized 

The presented model describes both the quasistatic electric field and the electromagnetic pulse of a 
single lightning discharge in the plain atmosphere taking into account disturbance of the electric 
conductivity inside the thundercloud and anisotropy of the upper atmosphere. The model can be 
applied to both direct and inverse problems of the atmospheric electrodynamics. These are tightly 
connected with the TLE modeling and retrieving information on the electric properties of the lightning 
discharge, in particular the temporal profile of the discharge current, location of the charged region(s) 
arisen due to the discharge, and disturbance of the electric conductivity inside the thundercloud. 
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Abstract. Based on the assumption that the charge density can be represented as a superposition of the 
regular and irregular parts, a model of the electrical structure of the artificial charged aerosol cloud is developed. 
The regular part of the charge density is calculated in the stationary current approximation taking into account 
the source current structure and disturbance of the electric conductivity in the vicinity of the cloud. The irregular 
part describes random spatiotemporal fluctuations of the charge density. It is shown that the charge density 
fluctuations can lead to a significant local enhancement of the electric field and serve as one of the important 
mechanism of the spark initiation. 

Introduction 

An original aeroelectrical facility based on the source of the aquated ions and high-voltage 
discharger was recently developed in High Voltage Research Centre of the All-Russian Institute of 
Electrical Engineering (Istra, Moscow region). The facility generates a unipolar charged aerosol cloud 
with a volume of about 30 cubic meters under atmospheric conditions. The artificial charged cloud can 
serve as a hand-operated source of spark discharges similar to the thunderstorm lightning discharges. 
The goal of this study is to consider an influence of the random inhomogeneity of the charge density 
inside the electrified cloud on the small-scale local enhancement of the electric field that could play a 
crucial role in the lightning initiation [Trakhtengerts et al., 2002; Iudin et al., 2003]. 

Model Basics and Main Results 

It is assumed that the electric structure of the cloud consists of the steady-state and perturbed 
components. The steady-state component of the charge density is calculated in the framework of the 
stationary current approximation. Since the electrified cloud is generated by the given flow of the 
charged aerosols (see [Andreev et al., 2014]), the model assumes that the source current is started 
upward from a point at the ground level and has a cone shape. The value of the source current is equal 
to 90 μA. The electric conductivity in the vicinity of the cloud is assumed to be about 200 times more 
than the unperturbed conductivity of the atmosphere. As a result, the steady state distribution of the 
charge density and corresponding distribution of the electric field are obtained.  

The perturbed component of the electric structure represents the random fluctuations of the charge 
density within the electrified cloud. It is assumed that the charge density is proportional to the aerosol 
volume density. For initial estimates, the spatial structure of the perturbations is represented as a set of 
the Gaussian disturbances with the spatial scales ranged from a few decimeters to several meters and 
standard deviations decreasing with the scale according to the power low. The magnitude of the 
perturbations is proportional to the value of the steady-state component of the charge density (see 
Fig. 1). The perturbed component of the electric field is calculated using the Coulomb low taking into 
account the perfectly conducting ground (since the decay time of the perturbed component is 
substantially less as compared to the Maxwell relaxation time in the vicinity of the cloud, such 
approach seems valid).  

A sample structure of the total, both steady-state and perturbed, electric field for typical 
parameters of the charged aerosol cloud is presented in Fig. 2. For the selected parameters of the 
cloud, the maximal value of the steady-state electric field is less than 10 kV/cm, i.e. the field does not 
exceed the threshold of the negative streamer development. According to the model, taking into 
account the contribution of the perturbed component provides a significant local enhancement of the 
electric field. Namely, under considered parameters of the cloud the maximal value of the total field 
exceeds the threshold value more than 2.5 times. Based on the above results, one can conclude that the 
fluctuations of the electric charge density inside the artificial cloud could lead to the discharge 
development and serve as one of the important mechanisms of the spark initiation. 
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Fig. 1. Distribution of the perturbed component  
of the electric charge density. The plane z = 0 
corresponds to the ground level 

Fig. 2. Spatial structure of the total electric field. 
The red surface corresponds to the electric field 
magnitude of 7.5 kV/cm. The surface represented 
by the blue cones corresponds to the electric field 
magnitude 7 kV/cm. The plane z = 0 corresponds 
to the ground level, the colour scale is graduated in 
kilovolts per centimetre, the horizontal and vertical 
axes are graduated in decimetres 
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Abstract. We developed the plasma-chemical self-consistent model to describe the influence of halo on the 
chemical balance of the mesosphere and lower thermosphere as well as the optical emissions in different bands. 
An isolated cloud-to-ground discharge is considered as a source of the electromagnetic field at the heights of 
mesosphere. 

We upgrade our 1D plasma-chemical model for high-altitude discharges [1] to the axially-symmetric 
one and apply it for halo modeling. To describe chemical composition of mesosphere we take into 
account 61 chemical constituents (neutrals, electrons, positive and negative ions) and use 267 chemical 
reactions. As a source of the electric field at the mesospheric heights we consider an isolated cloud-to-
ground discharge [2]. Electric charge is accumulated on the disk with radius 10 km and 2D Gaussian 
distribution of electric charge density with a standard deviation of 2 km. A temporal profile of the 
discharge current consists of the return stroke and continuous current components. Taking into account 
high conductivity of the Earth’s surface we use the dipole approach to calculate the electric field at the 
heights of the mesosphere. 

 

 
Fig. 1. Radial and altitudinal dependence of electric field 

 
Fig. 2. Emission rate in the first positive band of nitrogen 

The total electric charge on the disc is an integral of electric current in the lightning channel during 
discharge (2 ms) and after the end of current flow electric charge decreases exponentially during 2 ms. 
The halo discharge begins 0.5 ms after the beginning of lightning discharge at the height near 81 km. 
The maximum value of electric field in the mesosphere is around 110 Td at the height of 80 km, 
exceeds 100 Td at the heights between 77.5 and 80.5 km and when the radius is smaller than 20 km 
(Fig. 1). The characteristic relaxation time of the electric field is several hundreds of microseconds. 
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The duration of halo emission is about 2 ms at the bottom and 1 ms on the top of the discharge. The 
emission rate in the center of halo (radius doesn’t exceed 10 km) is 2 times more intensive than for the 
radius of 20 km. 

Conclusions 

We developed a plasma-chemical self-consistent axially-symmetric model of the halo influence on 
the chemical balance of mesosphere as well as the optical emissions in different bands. It is shown that 
halo practically does not disturb chemical balance of the mesosphere. Most intensive optical emissions 
are in the first and the second positive bands of nitrogen. The halo radius is about 20 km and the 
vertical size is not more than 3 km. 
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Abstract. The report surveys the current state of the new empirical approach to reconstructing an unknown 
evolution operator of complex (high-dimensional, spatially distributed, with a broad spectrum of temporal 
scales) systems.  

The main goal of the reconstruction is prognosis (as long as possible) of the system evolution, and 
natural (environment and life) systems are the main application objects of the approach. The goal 
necessitates correct (as far as possible) reconstruction of deterministic properties of the system. The 
target applications make it impossible to reconstruct correctly even such a crucial deterministic 
attribute as embedding dimension: observed time series of natural variables are nearly always too 
noisy and short.  

 

To overcome this critical contradiction the proposed approach combines several ideas:  

i. To decompose the underlying system into weakly coupled space-time patterns (“modes”) 
that make the basic contribution to the observed time series. 

ii. To construct a models of the separate modes in the form of a low-dimensional random 
dynamical system.  

iii. To optimize the mode models based on the Bayesian (probabilistic) approach, aiming at 
finding optimal models that have optimal complexity. 

iv. To use the optimal models of extracted modes as building blocks for construction of the 
simplest possible adequate model of the system as a whole. 

The apparent merit of the proposed approach is its objectiveness, in the first place. The intrinsic 
feature of the constructed model is description of the properties of the system that determine its 
evolution registered in experiments. Second, complexity (i.e., dimension and number of structural 
parameters) of such models are optimal in terms of their adequacy to available data, in particular, 
adequacy to the volume of information contained in the data about the system. 

The methods of realization of the first three ideas are described. The capabilities of these methods 
are illustrated by both really measured and generated numerically vector time series of climatic 
observables. Three related papers of the same authors are devoted to detailed discussions of the 
proposed methods. 
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Abstract. The method for constructing nonlinear basic dynamic modes by multivariate time series is 
presented. We apply the Bayesian approach for finding both time series of latent modes and the parameters of 
nonlinear transformation from modes space to observation data space. The simplest evolution law for each mode 
is included as prior information about the decomposition. The Bayesian evidence criterion is proposed to 
optimize the transformation structure parameters characterizing the degree of the parameterization nonlinearity. 
The method is tested on an example of a strongly nonlinear two-dimensional model and is applied to spatially 
distributed sea surface temperature time series over the Globe. It is shown that nonlinearity improves the data 
variance capturing by the modes. 

Introduction 

The task of reducing phase space dimension is very important in empirical climate modeling. The 
principal component analysis (PCA) applied to the matrix of correlations of data with itself can help to 
complete the task when the spatio-temporal data is close to the sum of a few modes in the form of 
time-dependent principal components (PCs) multiplied by space-dependent empirical orthogonal 
functions (EOFs), i.e. the sum of linear functions of the time series. But usually the observed global 

climate data cannot be presented in this form due to nonlinearity of 
spatio-temporal connections. 

The nonlinear principal component analysis assumes the modes 
to be inhomogeneous in space. The data is considered as a sum of 
nonlinear functions of PCs time series corresponding to nonlinear 
data projections. Evidently, such data representation is closer to the 
nature when the underlying system is a set of several weakly 
interacting nonlinear subsystems. 

Optimal nonlinear dynamic modes: Bayesian approach 

According to the nonlinear principal component analysis we 
search the nonlinear modes in the form of principal curves [1]. In 
this work a hierarchical algorithm for finding each curve is used. 
The first mode describes nonlinearly of the observed data; the 
second mode does the same with data residuals which are not 
described by the first component; and so on. The model generating 
the given data X = {X1,…,XN} from the latent principal component 

time series p = {p1, …, pN} on each step of the algorithm is written in the following form: 

Xi = F(µ, pi)+σ·ξi,      i = 1, …, N.       (1) 

Here F is nonlinear function of p parameterized by µ. It represents the nonlinear mode data set 
generated by the principal component. ξi is white Gaussian noise. Geometrically, equation (1) defines 
a set of points which are located in the σ-vicinity of the curve F in the data space. 

The latent vector p as well as unknown parameters µ and σ are found from the Bayesian 
probabilistic approach. It leads to the following cost function which should be minimized over µ and p 
(σ can be excluded analytically): 
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The first term of (2) corresponds to the likelihood of the model (1) for the observation data set. 
The second term describes the prior information about the form of the curve. It usually depends on the 
parametrization type and is needed to restrict curve properties such as smoothness or curvature. The 
third term is very important from the physical point of view, because it contains prior information 
about the PC dynamics. Mathematically, without this term we would have many equally probable 
parametrizations by parameter p for each curve, especially if the curve has self-intersections. Here we 

 
Fig. 1. Principal curves in the 2d 
data space (model example): noisy 
data (red), true signal (noiseless 
data) (violet), linear mode (green), 
nonlinear mode (blue) 
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suggest the simplest prior information restricting the time scale of the PC. We define nonlinear 
dynamic modes as the PCs restricted by prior information about their dynamics.  

Another important question is: what is the maximal "degree of nonlinearity" which can be 
extracted from observed data without overfitting? The answer is given by the Bayesian evidence 
criterion (see, e.g. [2]). In the simple approximation it appears to be a well-known Schwartz criterion. 
We use a more general approximation leading to the cost function which should be maximized among 
parametrization types: 

π2ln
2

ln
2
1),( NML m +

−+=Φ Qpμm .    (3) 

Here Q is the matrix of the second derivatives of F with respect to µ and p at the point (µm, pm) 
corresponding to the minimum of (2). 

Note that, if F is a linear function, then we have to choose PCs among linear directions in data 
space. In this case, prior information is not needed because the problem is well-posed, and as a result 
we get the standard PCA method with standard EOFs defining data components. 

We tested the described approach by means of 
the model 2-dimensional dataset which was 
generated by strongly nonlinear mapping of the 
Lorentz system scalar variable corrupted by noise. 
The resulting linear and nonlinear modes in the 2d 
data space are shown in Fig. 1. The PCs time series 
are shown in Fig. 2. Evidently, nonlinear PC is 
much better in discovering latent signal properties. 

Nonlinear dynamic modes of sea surface temperature anomalies 
 

We applied the proposed approach to analysis of the sea surface temperature anomalies dataset 
lasting from 1981 to 2014. The data is taken from the satellite 
observations over the Globe [3] and has spatial resolution of 1×1 
degree. The linear PC analysis gives about 100 EOFs which have a 
total variance of 88 %. We use the space of these EOFs as data space 
for nonlinear procedure, with PCs variances rescaled in the initial 
Earth surface space. The first two nonlinear PCs are shown in Fig. 3. 
They have the same time scale as the 1st 
linear PC. 

We also calculated the contributions of 
nonlinear modes to the data variance. It is 
known that linear PCA gives PCs 

variances spectrum with a heavy tail. The histograms of linear and 
nonlinear PCs variances are shown in Fig. 4. We can see that the nonlinear 
dynamic modes improve the variances separation in their spectrum: the 1st 
nonlinear mode appeared to capture significantly both the 1st and the 2nd 
linear modes. Let us note also that the ENSO phenomenon is mainly 
determined (90 %) by the 1st and 2nd linear modes, i. e. by the 1st nonlinear mode. In other words, it 
behaves like a “subsystem”, and it is in good correspondence with the previous investigations of 
ENSO.  
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Fig. 2. 2D-delayed projection of latent signal (a), 
linear PC (b) and nonlinear PC (c) 

 
Fig. 3. 1st and 2nd nonlinear PCs 
compared to 1st linear PC 

 
Fig. 4. Contributions of 
linear (red) and nonlinear 
(blue) modes to the data 
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Abstract. In this paper a new lightning prediction algorithm based on direct electric field calculations is 
presented. The model shows results that correlate with experimental data better than available indexes used for 
thunderstorms prediction. 

Forecasting and nowcasting of lightning activity are fundamental problems and an extremely 
important goal for meteorological applications. Modern numerical weather prediction systems do not 
include any electricity effects such as electrification, Coulomb's forces etc. and therefore cannot 
explicitly predict  lightning occurrence. 

There are some attempts to predict lightning activity by indirect nonelectrical parameters [1–3]. 
Different indexes such as KI, CAPE, CPTP, and others are widespread in meteorology. Nowadays one 
of the most perspective indexes is Lightning Potential Index (LPI). The potential of modern numerical 
models and sufficient computation capacity allow applying direct algorithms of lightning forecasting 
based on electric field calculations. That is why an electric field and electric potential calculation 
algorithm innovative for forecasting systems was developed. 

Forecasting of lightning activity in numerical weather prediction models 

In this research we used the Weather Research and Forecasting (WRF) model [4]. WRF is a 
numerical system for weather prediction and simulation of the atmosphere, which can be used for 
scientific research, meteorological applications and education. 

Nowadays Lightning Potential Index (LPI) [5, 6] is proposed as a new tool for predicting the 
lightning activity. It is intended for microphysical schemes including water vapor, cloud water, rain 
water, ice, snow and graupel as kinetic energy of the updraft in the developing thundercloud, scaled by 
the potential of charge separation. LPI has advantages over thermodynamical indexes, therefore, for 
natural data it significantly underestimates the size of the potential dangerous area. 

Calculations of electric parameters 

Because of inaccuracy of indexes as a lightning prediction tool, we worked out a new method of 
lightning flashes forecasting based on electric parameters calculations. We considered a noninductive 
mechanism of charge separation [7–9] with two types of particles which can transfer charge (graupel 
and ice in the WRF model). In the lower part of thundercloud (until temperature reaches the value of 
the reverse point –15 ºС at the height of 6 km [7]) ice particles transfer negative charge and graupel 
pellets transfer positive charge. In the upper part charge signs are reversed. 

The WRF model predicts mixing ratios of hydrometeors: 

q = m/mdry air,      (1) 

where q and m are mixing ratio and density (total mass in elementary air volume) of hydrometeors, 
mdry air – dry air density. 

We suggest that charge densities of ice and graupel are proportional to its mass in elementary air 
volume. As the first normalization condition we chose electric neutrality in the vertical air column, 
which is in accordance with the suggestion of vertical charge separation due to collisions between 
falling graupel pellets and carried upward by updraft wind ice crystals. The second condition was 
maximum value of graupel charge Qg

max = 3 · 10−12C, ng
max = 200 m–3 [10]. Charge densities of graupel 

and ice are determined by the following equations: 

ρg = (qg/qg
max)·Qg

max·ng
max, ρi = (qi/qi

max)∙α,    (2) 

where q are mixing ratios of hydrometeors, qmax are their maximum values, Qg
max is maximum charge, 

collected on the graupel particle, ng
max is maximum graupel concentration, α is the coefficient 

calculated from the neutrality condition. 
For determining the electric field we solved the 3D Poisson's equation: 

Δφ(x,y,z,t) = – ρΣ(x,y,z,t) /ε0,    (3) 



159 

where φ is electric potential, ρ is charge density. The boundary conditions were periodical for x and y 
coordinates, zero-condition at lower boundary φ(z = 0) = 0 and typical value of the potential at upper 
boundary φ(z = 20 km) = 250 kV. 

 
Fig. 1. Comparison of average potential difference and average LPI 

Figure 1 shows the potential difference (between ground and cloud layer at the height of 7 km) and 
LPI averaged through the calculation time for the supercell test case of the WRF model. As we can see 
from figure 1, LPI indicates lightning activity over small concentrated areas, while at the same time 
the potential difference shows that the probability of dangerous thunderstorm occurrence is high over 
larger areas. Comparing figure 1 and results from [5, 6], we can make a conclusion that prediction of 
lightning activity based on the proposed electric field calculation method can be more reliable than the 
majority of current indirect prediction tools. Despite the rough assumption that charge densities are 
proportional to hydrometeors densities, based on it, the electric field calculation model shows results 
which correlate with natural data [11, 12] such as values of charge densities up to 2 nC/m3, electric 
field up to 35 kV/m and potential difference up to 250 MV. 

Conclusions 

Comparison between experimental data and topographical maps of LPI (and other indexes) shows 
that LPI significantly underestimates the size of the area of potential lightning flashes occurrence. 
New algorithm of lightning prediction based on calculations of electric potential and electric field in 
thunderclouds is proposed. This method allowed comparing electric parameters, which are results of 
numerical simulations, with natural data. Results of electric field calculations correlate well with 
experimental data. The model shows that potential difference (between 0 and 7 km) reaches sufficient 
for discharge value on the area, which is wider than it is predicted by the lightning potential index. 

Acknowledgements 

This work was supported by the Russian Government (contract No. 14.B25.31.0023). 

References 
1. W.A. Petersen and S.A. Rutledge, J. Geophys. Res.: Atmos., 1998, 103(D12), 14025-14040. 
2. D.J. Cecil, S.J. Goodman, D.J. Boccippio, E.J. Zipser, and S.W. Nesbitt, Mon. Weather Rev., 2005, 

133(3), 543-566. 
3. W.A. Petersen, H.J. Christian, and S.A. Rutledge, Geophys. Res. Lett., 2005, 32(14), L14819. 
4. www.wrf-model.org.  
5. Y. Yair, B. Lynn, C. Price, V. Kotroni, K. Lagouvardos, E. Morin, A. Mugnai, and M. del C. Llasat, 

J. Geophys. Res., 2010, 115(D4), D04205. 
6. B. Lynn and Y. Yair, Adv. Geosci., 2010, 23, 11-16. 
7. C. Saunders, Planetary Atmospheric Electricity, Springer, 2008, 335-353. 
8. A.A. Evtushenko and E.A. Mareev, Atm. Res., 2009, 91(2), 272-280. 
9. A.A. Evtushenko and E.A. Mareev, Izv. Atm. Ocean Phys., 2009, 45(2), 242-252. 
10. H. Volland, Atmospheric Electrodynamics, Springer-Verlag, Berlin, 1985, p. 201. 
11. M.G. Bateman, T.C. Marshall, M. Stolzenburg, and W.D. Rust, J. Geophys. Res., 1999, 104(D8), 9643-

9653. 
12. M. Stolzenburg and T.C. Marshall, J. Geophys. Res., 1998, 103(D16), 19777-19790. 
 
 
 



160 

CELLULAR AUTOMATON MODELLING OF INTRACLOUD LIGHTNING 

D.I. Iudin 
Institute of Applied Physics of the Russian Academy of Sciences, Nizhny Novgorod, Russian Federation  

iudin_di@nirfi.sci-nnov.ru 

Abstract. There is a controversy in the lightning community regarding the origin and the role of the lower 
positive charge region in the cloud. Whatever the source of the lower positive charge, it is generally thought that 
it serves to enhance the electric field at the bottom of the main negative charge region and thereby facilitate the 
launching of a negatively-charged leader toward ground. On the other hand, the presence of an excessive lower 
positive charge region may prevent the occurrence of negative cloud-to-ground discharges by “blocking” the 
progression of the descending negative leader from reaching ground. Based on the graph theory and percolation 
theory, we develop a fractal simulation code to take into account the detailed space and temporal dynamics of the 
cloud discharge, and the fine structure of the electric field and charge in a cloud. The results will be compared 
with observations to address some problems of lightning initiation physics. We quantitatively and qualitatively 
examine the dependence of lightning type statistics on the magnitude and lateral structure of the lower positive 
charge region.  

Introduction 

Processes in a TC are very diverse and complicated. A classical cloud to ground (CG) lightning 
discharge includes three stages: Preliminary breakdown, leader formation and return stroke [7]. The 
existing theoretical models of lightning discharges are based on its similarity with a laboratory long 
spark. It actually relates to the leader formation and return stroke. But there is a very important 
difference, which concerns a preliminary stage of the discharge. In the case of a laboratory spark 
electrical charge is accumulated on a conducting wall(s) of a discharge space and flows down easily 
into the spark channel. It is not clear what mechanism could provide the electric charge gathering over 
all cloud volume (or over its considerable part) to the leader channel. Apparently a certain important 
process which ensures this gathering takes place during the preliminary breakdown stage. In its most 
developed phase, the preliminary breakdown stage lasts approximately one tenth of a second, and 
consists of numerous (up to 10.000) relatively weak discharges [6]. The experimental investigations 
have demonstrated several peculiarities at the preliminary stage, proving it to be a very complex and 
puzzling phenomenon. 

Assuming that the preliminary breakdown pulse train is a manifestation of the interaction of a 
downward-extending negative leader channel with the lower positive charge region, Nag and Rakov 
recently qualitatively examined the inferred dependence of lightning type on the magnitude of this 
charge region [3]. We skip here the discussion of different hypotheses regarding the origin of the 
lower positive charge region (LPCR) that were particularly reviewed by Rakov and Uman [7]. 

Model 

The lightning modeling tradition approach [4] is based on the well-known consideration [5, 10] 
where the self-similar structure of the discharge pattern is caused by features of an algorithm of 
Laplace fractal growth. The pattern grows stepwise. At each modeling time step only one bond is 
added to the pattern, linking a point of the pattern with a new point. We consider an electrical 
breakdown model which is principally different from the model outlined above [1, 2, 8, 9]. We are 
going to bring the idea that we can expect more adequate pictures on the development of discharge 
pattern if we change the above model at two points. The first suggestion is that streamers could 
develop simultaneously at different pattern peripheral points. Secondly, we suggest that the probability 
of streamer development has an essential anisotropy caused by the presence of a large-scale 
thunderstorm electric field.  Both changes are closely connected to each other. The point is that 
independent growth of various points of the pattern periphery pulls our problem together with the 
percolation one [1, 2]. 

Result and conclusion 

The model discussed allows us to reproduce the lightning discharge patterns that may arise 
depending on the magnitude of the LPCR. If the magnitude of the lower positive charge relative to the 
main negative charge is smaller than a quarter, the descending negative leader will traverse the 
positive charge region and continue to propagate in a predominantly vertical direction to ground. 
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When the magnitude of LPCR is comparable in magnitude to that of the main negative charge, a 
descending negative part of discharge tree is likely to change its direction of propagation to 
predominantly horizontal (see Fig. 1).  

 

 
Fig. 1. The model 3D lightning discharge pattern for the case when the magnitude of LPCR is comparable 

 in magnitude to that of the main negative charge 

Our model reproduces four conceptual lightning scenarios that may arise depending on the 
magnitude of the LPCR. These scenarios were recently suggested and qualitatively discussed in [3]. 
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Much attention has been given recently to the study of the global atmospheric electric circuit and, 
in particular, to its modeling [1–5].  

We discuss and analyze different problem formulations concerning modeling the global 
atmospheric electric circuit within steady-state and non-stationary approaches.  We study the question 
of whether the problem is well-posed for several possible approaches to establishing the boundary 
conditions which are natural from the physical perspective. In particular, we discuss problem 
formulations in which the ionospheric potential – that is, the potential difference between the Earth’s 
surface and the upper boundary of the atmosphere – is not explicitly specified but is uniquely 
determined from the solution. We also find well-posed problem formulations for the electric potential 
in the case where the conductivity is anisotropic due to the substantial influence of the magnetic field 
at altitudes exceeding 70 km. In particular, we analyze the problem formulation in which the boundary 
condition at the outer boundary requires that the values of the potential at magnetically conjugate 
points be equal [6, 7]. 

For all the discussed problems we find equivalent formulations in the form of integral identities, 
which serve as the foundation for the development of projection numerical algorithms (employing, 
e.g., the Ritz method or the Galerkin method). We obtain and justify discrete relationships within the 
framework of the finite-element approach. 

We also discuss a number of analytical relationships which make it possible to determine the 
ionospheric potential from the given spatial distributions of the conductivity and the external current 
density, the latter describing generators of the global electric circuit. 
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Abstract. Comprehensive dynamical climate models aim to simulate past, present and future climate; more 
recently, they also attempt to predict climate on longer and longer time scales. These models, commonly known 
as general circulation models or global climate models (GCMs), represent a broad range of time and space scales 
and use a state vector that has many millions of degrees of freedom. Considerable work, both theoretical and 
data-based, has shown that much of the observed climate variability can be represented with a substantially 
smaller number of degrees of freedom. While detailed weather prediction out to a few days requires high 
numerical resolution, it is fairly clear that a major fraction of climate variance can be predicted in a much lower-
dimensional phase space. Low-dimensional models (LDMs) can simulate and predict this fraction of variability, 
provided they are able to account for (i) linear and nonlinear interactions between the resolved high-variance 
climate components; and (ii) the interactions between the small number resolved components and the daunting 
number of unresolved ones. LDMs hold great promise to provide predictive understanding of natural hazards 
from the consequences of global warming and climate change. 

Multilayered Stochastic Modeling (MSM) [Kondrashov et al., 2014] is a data-driven LDM 
approach that aims to obtain a low-order nonlinear system of prognostic equations driven by stochastic 
forcing, and estimates both the dynamical operator and the properties of the driving noise directly 
from observations or from a high-order model's simulation. MSM is a system of stochastic differential 
equations (SDEs) involving hidden (auxiliary) variables ranked by layers, which interact with the 
macroscopic (observed) variables to model the dynamics of the latter. MSMs represents a natural 
continuous-time counterpart of Empirical Model Reduction (EMR) models advocated by Kravtsov et 
al. [2005], Kondrashov et al. [2005], Kravtsov et al. [2009]. To represent correctly cross-interactions 
of the large and slow scales of motion with the much large number of unobserved modes that represent 
the small and fast scales, EMR requires the inclusion of memory effects via auxiliary variables of 
additional model levels.  

MSM dynamics of the observed variables can be naturally decomposed into three types of 
interactions: (a) nonlinear deterministic Markovian part; (b) non-Markovian part conveying memory 
effects of interactions with hidden variables; and (c) noise term to account for the random fluctuations 
that are not modeled by the terms in (a) and (b). When the underlying partially observed dynamical 
system possesses a physical invariant measure, an MSM is shown to be consistent with the Mori-
Zwanzig (MZ) formalism, and a practical test is identified to assess its degree of consistency with the 
generalized Langevin equation predicted within the MZ framework.  

Typically, data-reduction methods such as in Artificial Neural Networks (ANN) [Mukhin et al. 
2014a, b] and MSM [Kondrashov et al. 2014] are applied to a subset of leading components of 
Empirical Orthogonal Functions (EOFs) from classical Principal Component Analysis (PCA) of the 
spatio-temporal (ST) field(s) of interest. However, data projection onto the leading EOFs has an 
important drawback: resulting principal components (PCs) describe only the instantaneous correlations 
between points of the spatial grid, and it does not take into account time-lagged relationships. The 
latter, however, are important to the effects of delayed feedbacks and external forcing in global 
climate phenomena of coupled atmosphere-ocean system. An illustrative example is delayed oscillator 
mechanism of El-Nino Southern Oscillation (ENSO). In that context, Mukhin et al. (2014b) have 
proposed to use leading ST-PCs from Multichannel Singular-Spectrum Analysis (MSSA) [Ghil et al. 
2002] as dynamical variables for ANNs model construction. The effectiveness of this approach was 
illustrated by predicting the behavior of the intermediate complexity coupled ocean-atmosphere model 
of ENSO [Mukhin et al. 2014b].  

Here we further investigate such MSSA application by obtaining MSM for the Lorenz 96 model 
(L96) [Lorenz 1996], commonly accepted to be a ‘toy model’ of the atmosphere. Figure 1 
demonstrates successful MSM-MSSA results for L96. In particular, statistical features of MSSA-
filtered dataset (panel (c)) are successfully reproduced in stochastic integration of resulting MSM 
model (panel (d)). Memory effects conveyed by MSM layers are crucially important for reproducing 
L96 dynamics.  
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Fig. 1. Top to bottom: (a) original spatio-temporal dataset for L96 model, x-axis is time, y-axis are L96 
variables, (b) PCA-prefiltered L96 dataset, (c) Reconstruction of (b) by using subset of leading ST-PCs 
of MSSA, and (d) stochastic integration of MSM model derived from subset of leading ST-PCs of MSSA 
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Abstract. This paper is aimed at quantifying the contribution of synoptic transients to the full spectrum of 
space–time variability of sea-level pressure (SLP) in middle latitudes. In the authors’ previous work it was 
shown that tracking cyclones and anticyclones in an idealized atmospheric model allow reconstructing a 
surprisingly large fraction of the model’s variability, including not only synoptic, but also its large-scale low-
frequency component. Motivated by this result, the authors performed tracking of cyclones and anticyclones and 
estimated cyclone/anticyclone size and geometry characteristics in the observed SLP field using 1948–2008 
NCEP/NCAR reanalysis data set. The reconstructed synoptic field was then produced via superimposing radially 
symmetrized eddies moving along their actual observed trajectories. It was found that, similarly to earlier results 
for an idealized model, the synoptic reconstruction so obtained accounts for a major fraction of the full observed 
SLP variability across a wide range of time scales, from synoptic to those associated with the low-frequency 
variability (LFV). The synoptic reconstruction technique developed in this study helped elucidate connections 
between the synoptic eddies and LFV defined via more traditional spatiotemporal filtering. In particular, we 
found that the zonal-index (ZI) variability is synonymous to random ultra-low-frequency redistributions of 
cyclone/anticyclone trajectories and, hence, is inseparable of that in the storm-track statistics. 

Motivation and methodology 

Snapshots of sea-level pressure are dominated in mid-latitude regions by synoptic-scale features 
known as cyclones (SLP minima) and anticyclones (SLP maxima); see Fig. 1. These features have 
lifetimes on the order of a few days, propagate and bring about what we all know as ever-changing 
weather. They may also be important in forcing and modifying low-frequency climate variability 
(LFV), with time scales longer than a week and spatial scales from regional to global. A traditional 
way of singling out this synoptic field is via high-pass time filtering. However, it turns out that the 
spectrum of atmospheric variability is continuous and monotonic, so there is no clear time scale 
separation between synoptic field and LFV.  

 

  
 

Fig. 1. Example of tracking-based reconstruction of sea-level pressure anomalies (hereafter SLPA) with 
respect to the instantaneous NH-mean SLP. Left: Observed SLPA (mb), with cyclones and anticyclones 
shown. Right: Reconstructed SLPA (see text) 

What we propose here is an alternative strategy of isolating the synoptic field based on identifying 
and tracking the evolution of individual cyclones and anticyclones [1, 2]. In particular, we identify 
locations of all cyclones and anticyclones present in a given SLP snapshot, and approximate the actual 
SLP maxima and minima by positive and negative axially symmetric anomalies of Gaussian shape, 
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with size and depth derived from the observed field (see Fig. 1, left panel). We then sum up all these 
anomalies to create a reconstructed synoptic field for each SLP snapshot (Fig. 1, right panel); this field 
essentially has the large-scale background removed. The main question we attempt to address is how 
well the synoptic field so reconstructed describes the total variability present in the raw SLP field. 
What we will find is that this synoptic field describes a perhaps surprisingly large fraction of the total 
SLP variability, including most of its LFV! 

 

  
 
Fig. 2. Correlation between the observed and reconstructed SLPA time series, for the DJF season. The 
results for other seasons (not shown) are very similar. Left panel: correlations for raw data; right panel: 
correlations for the 20-day boxcar running mean filtered data 

Skill of synoptic reconstruction 

We used the correlation between the actual and reconstructed SLPA time series as a measure of 
the reconstruction skill (Fig. 2). The mean correlation averaged over the region north of 30º N exceeds 
0.7 (0.8 for the low-pass filtered data). Note that the cyclone/anticyclone tracking was confined to the 
region north of 20ºN, so we don’t expect a substantial reconstruction skill in the tropical regions. 
Further anatomy of the reconstruction skill in the work [3] reveals that: (i) the synoptic reconstruction 
is most skillful in reproducing large-scale teleconnection patterns and breaks down on local scales and 
short time scales due to the round-eddy approximation; (ii) the LFV of teleconnection patterns is 
synonymous to the variations of the synoptic-eddy pathways; and (iii) the low-frequency redistribution 
of cyclones and anticyclones precedes changes in the large-scale flow patterns. 

Discussion 

The methodology presented in this work provides a striking evidence for inseparability of synoptic 
variability from larger-scale climate signals, and suggests novel means for the identification and 
prediction of climate change. These results are thus of utmost theoretical and practical importance. 
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Abstract. Simulation of ocean and sea waves is a generally adopted technique of operational meteorology, 
but wave modeling is less developed for moderate and small inland water reservoirs and lakes, though being of 
considerable interest for inland navigation. In this paper test numerical experiments on simulating waves on the 
surface of the lake-like basin of the Gorky Reservoir using WAVEWATCH III is reported. In the series of 
calculations moderate winds of different directions blowing steadily all over the surface of the reservoir were 
compared with the data collected by the field observations and measurements. Finally we discuss the problem of 
the discrepancy of the experimental data and the data of the numerical experiment. 

Nowadays operational meteorology widely uses simulation of ocean and sea waves like an 
instrument for the improvement of the weather forecasts. Third-generation wave models such as 
WAM, SWAN and WAVEWATCH III are mainly focused on the description of the ocean and sea 
waves including coastal zones. Meanwhile, wave modeling is less developed for moderate and small 
inland water reservoirs and lakes, though being of considerable interest for inland navigation. 

In this paper, test numerical experiments on simulating waves on the surface of the lake-like basin 
of the Gorky Reservoir using WAVEWATCH III are reported. The results of the wave simulation are 
compared with the experimental data collected by the field in-situ observations and measurements in 
the Gorky Reservoir [1]. Gorky Reservoir is an artificial lake in the central part of the Volga River 
formed by a hydroelectric dam of Gorky Hydroelectric Station between the towns of Gorodets and 
Zavolzhye. It extends for 427 km from the dam of Rybinsk to the dam of Gorodets through several 
regions of Central Russia. Whilst it is quite narrow and follows the natural riverbed of Volga in the 
upper part, it becomes up to 15 km wide downstream the town of Yuryevets. Its maximum depth is 
22 m, the surface area is 1590 km2, the accumulated water volume amounts to 8.71 km3. The field 
experiments were carried out in the south part of the Gorky reservoir from the boat. In the course of 
the experiment we simultaneously measured profiles of wind speed and surface wave spectra using 
instruments placed on the Froude buoy, which measures the following parameters: i) the module and 
the direction of the wind speed using ultrasonic wind sensor WindSonic Gill instruments, located on 
the 4 levels from 0.1 to 5 m long; ii) profile of the surface waves with 3-channel string wave-gauge 
with the base of 5 cm, iii) the temperature of the water and air with a resistive sensor. 3D spectra of 
surface waves were retrieved by Fourier dimensional method developed in [2]. Wind velocity 
parameters (wind friction velocity and roughness height) were retrieved from wind velocity profiles 
averaged over 10 minutes. 

In the series of calculations we considered moderate winds (u10 is up to 9 m/s) of different 
directions blowing steadily all over the surface of the reservoir and the waves developing from some 
initial seeding spectral distribution (Gaussian in frequency and space, cosine in direction). The range 
of the observed significant wave height was from less than 1 cm up to 40 cm. We considered deep 
water case with real bathymetry of the reservoir. The effects connected with the changing the depth 
and shallow water (refraction, bottom friction, depth-induced breaking, bottom scattering, triad 
interactions) were ignored. 

1-D spectra of the field experiment were compared with those obtained in numerical experiments 
with different parameterizations of wind input provided in WAVEWATCH III (Tolman & Chalikov 
input & dissipation, WAM 3 input & dissipation, WAM 4 input & dissipation). The fetch depended on 
the wind direction because of the geometry of the Gorky Reservoir, and for the cases with long fetch 
(e.g., fig.1 a – South wind, fetch ≈ 6 km) the result of numerical simulation were in agreement with the 
1-D spectra of the field measurements. For the case with short fetch (e.g., fig.1 b – East-North-East 
wind, fetch < 1 km) the discrepancy of the experimental data and the data of the numerical experiment 
was very big. 
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(a)     (b) 

Fig. 1. Frequency spectra for a) long fetch (South wind, u10 = 4,5 m/s); b) short fetch (East-North-East 
wind, u10 = 4 m/s). Black line is for field experiment, green, blue and golden lines are for numerical 
experiment (Tolman & Chalikov, WAM 3, WAM 4 input & dissipation term package accordingly) 

For long fetches (fig. 1 a) spectral maxima calculated by WAVEWATCH III shows the 
downshifting compared with the measured data. For all cases, wave amplitude characteristics were 
overestimated. This discrepancy is connected with the parameterization of the wind input, because 
built-in parameterizations were made for the ocean and sea conditions, and it is not correct for the 
conditions of the inland reservoirs or lakes. Thus, extra tuning of the model is required. The dependence 
of the friction velocity u* on the 10 m wind speed u10 is presented in fig.2 a. It is seen that curves for the 
experiment and parameterizations are different. When the wind velocities u10 corresponding to the 
experimental u* were taken, the coincidence of the spectra became better (fig. 2 b). 

 

 
    (a)     (b) 

Fig. 2. a) Friction velocity u* versus 10 m wind speed u10 for the field experiment (black dots);  
b) Frequency spectra for South wind, solid line is for the u10 setting without parameterization details, 
dash line is for the improved u10 setting. Green, blue and golden lines are for Tolman & Chalikov, 
WAM 3, WAM 4 input & dissipation term package accordingly 

To conclude, we have discussed the applicability of several parameterizations for the wave action 
source terms available in WAVEWATCH III. New parameterization of wind input for wind wave 
modeling in inland reservoirs and lakes is needed. 
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Abstract. Some new results of analysis of tall-object lightning flashes obtained at the Tall-Object Lightning 
Observatory in Guangzhou during 2009–2012 are summarized. The three-dimensional and two-dimensional 
propagation characteristics of the downward leader, the upward connecting leader, and the unconnected upward 
leader are given. The non-“Tip-to-Tip” connection phenomenon in the attachment process is presented and the 
diversity of the connecting behavior of the downward and upward leaders during the attachment process is 
discussed. 

Experiment 

A field lightning experiment, mainly focusing on the observation of lightning flashes terminating 
on tall structures has been conducted since 2009 in Guangzhou, Guangdong, China (Lu et al., 2010, 
2012, 2013). The Tall-Object Lightning Observatory in Guangzhou (TOLOG) was established. Two 
observation stations are involved in our experiment for the three-dimensional (3-D) optical 
observation of the lightning channel. The main observation station is located on a ~100 m building and 
the sub-station on a ~70 m building. At the main station, several types of instruments are installed to 
simultaneously measure the acoustic, optical (high-speed and ordinary-speed), electric field, and 
magnetic field signals produced by lightning discharges, while at the sub-station, only two ordinary-
speed video cameras are installed to capture images continuously. 

During 2009–2012, more than 100 flashes were captured at the TOLOG. Some cases are selected 
to analyze the characteristics of the downward leader (DL), the upward connecting leader (UCL), and 
the unconnected upward leader (UUL). Some new results are presented in this summary. All of the 
flashes given in the following are downward negative flashes, so the polarity of the DL is negative and 
that of the upward leader is positive. 

Results 

To reconstruct the 3-D lightning channel from dual-station optical observation, we developed a 
reconstruction method, in which the minimum elevation angle difference based on the azimuths 
intersection is used to match the direction angles (Gao et al., 2014). 

Six downward negative flashes captured in 2012 are analyzed in 3-D. The 3-D length values of the 
six positive UCLs range from 180 to 818 m. There are 38 3-D speed values which are calculated 
combining the 3-D UCL channel and the high-speed images obtained at the main station for the six 
UCLs. The 3-D speed values range from 0.8 to 14.3×105 m·s–1 and four of them (11 %, 4/38) are on 
the order of 106 m·s–1. The two-dimensional (2-D) parameters are calculated using the single-station 
high-speed images. The values of the 2-D length and speed range from 147 to 610 m and 0.3 to 
10.6×105 m·s–1, respectively. The average value of the 3-D speed is 1.3 times the 2-D value. The speed 
of the UCL increases with time. When the UCL’s 3-D length is shorter than 300 m, 77 % (20/26) of 
the UCL’s 3-D speed values are smaller than 5×105 m·s–1. When the UCL extends longer than 300 m 
or its tip is higher than 650 m, its 3-D speed is faster than 5×105 m·s–1. 

The 3-D propagation speeds of the primary branch of the downward leader (PBDL) that facilitates 
connection to a 440 m high building and the UCL in F1215 versus time are shown in Fig. 1. It can be 
seen that both the PBDL and the UCL in F1215 have 3-D propagation speeds mainly on the order of 
105 m·s–1. The speed of the PBDL shows no clear changing trend, except for the final 200 µs prior to 
the beginning of the return stroke, while that of the UCL tends to generally increase, especially during 
the last 1 ms. The 3-D speed of the UCL in F1215 reaches a value on the order of 106 m·s–1 finally 
when the distance between the PBDL and the UCL is less than 200 m. 
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Fig. 1. The 3-D propagation characteristics of downward and upward leaders in F1215 versus time 

The high-speed images, with a temporal resolution of 20 μs, of a flash that terminated on a 440 m 
high building exhibited an unexpected behavior in that the DL’s tip connected to the lateral surface of 
the ~400 m UCL below its tip (Fig. 2). The high-speed images of 18 flashes show that the leaders’ 
connecting behavior can be grouped in four types: Type I, “Tip-to-Tip”, i.e., the DL’s tip to the UCL’s 
tip, accounts for 33 % (6/18); Type II, the DL’s tip to the lateral surface of UCL, accounts for 50 % 
(9/18); Type III, the UCL’s tip to the lateral surface of DL, accounts for 6 % (1/18); and Type IV, the 
combination of at least two of the aforementioned three types, accounts for 11 % (2/18). 

 

 
Fig. 2. The optical evidence of the phenomenon that the downward leader tip  

connects to the lateral surface of the UCL (Lu et al., 2013) 

Forty-five UULs that have occurred in 19 flashes are analyzed (Lu et al., 2012). The results show 
that: no UUL with an inception time prior to return stroke greater than 0.5 ms is initiated from a 
structure lower than 300 m; the UULs with inception heights lower than 300 m seldom exhibit lengths 
longer than 50 m and only can be initiated by flashes within approximately 600 m, while those higher 
than 400 m can even reach several hundred meters and be initiated by flashes over 1 km away; the 
maximum distances for the downward leaders to attract the UULs with inception heights from 100 to 
200 m, 200 to 300 m, and over 400 m are approximately 350 m, 450 m, and 600 m, respectively. 
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Abstract. The sensitivity of the climate system to increasing CO2 concentration and the response at decadal 
time scales are still major factors of uncertainty for the assessment of the long and short term effects of 
anthropogenic climate change. Here we demonstrate that it is possible to use Ruelle's response theory to predict 
the impact of an arbitrary CO2 forcing scenario on the global surface temperature of a general circulation model. 
Response theory puts the concept of climate sensitivity on firm theoretical grounds, and addresses rigorously the 
problem of predictability at different time scales. Conceptually, our results show that climate change assessment 
is a well-defined problem from a physical and mathematical point of view. Practically, our results show that 
considering one single CO2 forcing scenario is enough to construct operators able to predict the response of 
climatic observables to any other CO2 forcing scenario, without the need to perform additional numerical 
simulations, thus paving the way for redesigning climate change experiments from a radically new perspective. 

Introduction 

One of the main goals of climate science is to predict the impact on the statistical properties of the 
system of modulations on different time scales of internal or external parameters such as the 
greenhouse gases (GHG) concentration or the solar constant. The assessment of the future impacts of 
climate change under a variety of CO2 forcing scenarios and the evaluation of the climate sensitivity to 
the increase of CO2 concentration ([CO2]) mostly rely on the use of general circulation models (GCM) 
of the climate system. Despite the intense efforts put by the scientific community having led to 
impressive improvements in the GCMs complexity and computational performances, after several 
decades large uncertainties are still present even in the evaluation of the Equilibrium Climate 
Sensitivity, in the predictive skills of the models on decadal time scales and the role of feedbacks in 
determining the response of the system. The need of substantial advances in the scientific ideas on the 
basis of climate modelling strategies is more and more clear in the climate community. 

Response Theory 

The response theory is a classical instrument of equilibrium statistical mechanics. The cornerstone 
of the theory is the fluctuation-dissipation theorem (Kubo 1966), which relates forced and free 
fluctuations. For forced-dissipative systems far from equilibrium, of which the climate system is an 
example, the fluctuation-dissipation theorem in general does not hold. However, it has been shown 
relatively recently how in many cases of physical interest deviations from a nonequilibrium steady 
state (NESS) under the application of a weak forcing can be computed by linear response formulas 
formally very similar to the equilibrium case (Ruelle 2009). The response theory can be framed as 
follows. We apply a weak forcing so that the evolution equation can be written as 

, where  represents the unperturbed dynamics, defines the pattern of 
the forcing, and  is its time modulation. The expectation value of an observable  in the forced 

system can be computed as a perturbative expansion  , where  is the 

unperturbed value. In particular, the first term in the series gives the linear response: 
 

, (1) 

where  is the first order Green function given by the expectation value of a (complicated) 
observable defined on the unperturbed flow. We use this framework to study climate change and 
climate response. The numerical model used in this study is PLASIM (Fraedrich et al. 2005), a 
simplified GCM developed at the University of Hamburg. We consider as our observable the globally 
averaged surface temperature   and as forcing the convergence of radiative fluxes due to the increase 
in the logarithm of [CO2] (the radiative forcing scales approximately logarithmically with [CO2] 
(IPCC2013). Therefore is the expectation value of the increase in  in the linear 
regime and  represents the temporal evolution of the radiative forcing due to a chosen CO2 forcing 
scenario. 
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Main Results 

In the control run, [CO2] is set to 360 ppm, representative of the present-day value. We then perform 
two sets of forcing experiments (each populated by 200 ensemble members), prototypical of the IPCC 
scenarios, for estimating the climate sensitivity and the impact of CO2 forcings on the climate system. In 
the first set of experiments we double instantaneously the CO2 concentration and we keep it fixed at 720 
ppm afterwards. This corresponds to a radiative forcing represented by a Heaviside function times a 
constant. From these experiments we can derive the Green function as follows:  

 
(2) 

In the second set of experiments [CO2] is increased by 1% per year until reaching 720 ppm (after 
about 70 years), and it is kept fixed afterwards. The corresponding radiative forcing is a ramp function 

 for  and  for  with . We use the Green 
function given in Eq. (2) derived from the first set of experiments to predict the  response to the 
second set of experiments using Eq. (1). In Figure 2 we compare the ensemble average of the 
simulations and the prediction for  obtained using the estimate of the Green function shown in 
Figure 1. The agreement is excellent both on the short and long term. Discrepancies of less that 10 % 
are present during the transient in the window between 25 and 100 years, because of the ice-albedo 
feedback. The degree of precision of the prediction obtained with the linear response theory is 
remarkable, considering the complexity of the underlying dynamics.  
 

  
Fig. 1. Green Function for TS; CO2 forcing Fig. 2. TS change predicted by Response Theory (red) 

vs model simulations (blue) 

Conclusions 

These results (Ragone et al. 2014) suggest that the response theory may provide extremely powerful 
tools for addressing the problem of climate change and climate response (Lucarini and Sarno 2011). This 
approach comes in synergy with recent results on the pullback attractor (Chekroun et al. 2011). 
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Physical processes leading to lightning initiation, including formation and propagation for a leader 
discharge, remain poorly understood in spite ofa long history of their studies [1, 2]. Recent 
experiments, using modern observation means such as high-speed video cameras, triggering lightning, 
Lightning-Mapping-Array technique, provided new information on the variety of cloud discharge 
forms and their dynamics under different physical and meteorological conditions (i.e., [3–5]). There is 
evident progress in the study of laboratory lightning analogues - long spark and artificial cloud 
discharges.  

In this paper, we review recent experimental results and theoretical concepts concerning different 
forms of electrical discharges in clouds. We review and discuss particularly the streamer-to-leader 
transition process, the mechanisms governing individual step formation for negative leaders, a possible 
role of space stems or space leaders, the nature of recoil leaders, thermal-ionization instability as a 
possible common mechanism of the plasma channel formation in the cloud and cloud-to-ground 
discharges. 

A particular attention is paid to the novel experiments devoted to the study of discharges within 
the artificial charged water cloud with specially chosen parameters [6]. We have observed the 
intracloud discharge with plasma parameters close to the parameters recorded in the long spark 
discharges. In particular, new plasma structures (which we termed stalkers) were detected in the cloud 
of negatively and positively charged droplets. These plasma structures were recorded with the use of a 
high-speed IR camera (at the wavelength of 3.8–4.9 µm) simultaneously with the visible radiation 
recorded by high-speed visible cameras and photomultiplier tubes with interference filters. The 
wavelength range of the IR camera gave us a unique opportunity for diagnostics of the structures 
within the cloud formed by drops with a typical radius of 0.5 µm. Elongated discharge channels are 
often organized into different clusters of complicated structure. We hypothesize that stalkers are 
separate plasma objects with their own physical mechanism of formation. 
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FIELD MEASUREMENTS OF WIND-WAVE INTERACTION  
IN THE ATMOSPHERIC BOUNDARY LAYER OVER A RESERVOIR 

N. Marinina, Yu. Troitskaya, D. Sergeev, V. Papko, G. Baidakov,  
M. Vdovin, A. Kandaurov, D. Zenkovich, and A. Kuznetsova 

Institute of Applied Physics, Nizhny Novgorod, Russian Federation 

Information about wave roughness for inland and coastal zone is important from a practical point 
of view (in terms of safety of navigation, especially on the riverside, as well as the problem of erosion 
of shores). Also, the waves significantly affect the parameters of wind and transfer processes in the 
atmospheric boundary layer, and hence the evaporation and temperature regime that are the main 
factors in the water balance of internal reservoirs, lakes and rivers. At the present the majority of the 
models for wind wave evolution describe ocean and sea conditions. At the same time, the wave 
roughness in small reservoirs has its own features (very steep, the influence of the banks and shallows, 
small fetches, etc.) that must be taken into account when developing models. For this, it is necessary to 
obtain experimental data on the wind-wave regime of the reservoir. We report results of field 
experiments on wind-wave coupling carried out at the Gorky Reservoir. 

The measuring equipment was installed on Froude buoy including the following instruments: 
1) four 2-component ultrasonic wind velocity sensors WindSonic Gill instruments located at four 
different levels (from 0.1m up to 5m height from the water); 2) a 3-channel string wave-gauge with a 
triangular configuration with a base of 5 cm for measuring surface elevation; 3) a resistive sensor for 
measuring the temperature of the water and air. Such arrangement of the gauges allowed simultaneous 
measurements of wind flow profiles and surface wave spectra. 

Using approximations of the obtained wind profiles, we calculated the basic parameters of the 
turbulent boundary layer: friction velocity, wind speed at the standard height of 10 m U10 and drag 

coefficient CD. The dependence CD(U10) obtained for the Gorky Reservoir was compared with similar 
data of the Australian Shallow Water Experiment carried out on the Lake George [2]. A good 
agreement between the results of the experiments carried out in two inland waters (deep Gorky 
reservoir and shallow Lake George) with different parameters was shown. To understand the cause for 
such similar behavior of the drag coefficients under strongly different conditions we analyzed surface 
roughness parameters. Measurements have shown that for both cases the surface wave spectra have 
almost the same asymptotics (spatial spectrum – k-3, frequency spectrum ω-5) corresponding to the 
Phillips saturation spectrum. These spectra are typical for the steep surface waves, for which the basic 
dissipation mechanism is wave breaking. The similarity of the short-wave parts of the spectra may be 
regarded to be a probable cause of coincidence of the dependence of drag coefficient of the water 
surface on wind speed. 
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H. Matsumoto1, Y. Kaneda2, M.A. Nosov3, and S.V. Kolesov3 

1 JAMSTEC, Yokosuka, Japan, hmatsumoto@jamstec.go.jp 
2 Nagoya University, Nagoya, Japan 

3 M.V. Lomonosov Moscow State University, Moscow, Russia 

Abstract. Offshore observations make it possible to detect tsunamis in advance prior to their arrivals at the 
shoreline. For this purpose, ocean bottom pressure gauges are traditionally used. However, in near- and 
intermediate fields, ocean bottom pressure records usually exhibit a complicated interference of signals related 
not only to gravitational, but also to hydroacoustic and seismic waves. Network of offshore observatories 
recently developed and deployed in Japan provide high sampling records of ocean bottom pressure and seismic 
(acceleration and velocity) signals. In the present study, by taking advantage of simultaneous measurements of 
pressure and seismic signals that were recorded during some recent tsunamigenic earthquakes, we reveal 
particular features of these signals and develop a practical method for selecting a tsunami signal from ocean 
bottom pressure records. 

Introduction 

Offshore observatories have been deployed since 1970s in Japan, which consist of ocean-bottom 
seismometers (OBSs) and bottom pressure gauges (PGs) connecting with land stations by submarine 
cables. Such kind of observatory allowed us to examine the mechanism of tsunami generation directly 
in the tsunami source by making use of near-field observations (e.g., Nosov and Kolesov, 2007). In the 
traditional observatory, however, OBS and PG are located a few kilometers away, and moreover there 
are some uncertainties with orientation of seismic sensors. These difficulties complicate quantitative 
comparative analysis of PG and OBS records. The present study aims at evaluating the bottom 
pressure records during the tsunamigenic earthquake. The target earthquake here is selected to be a 
moderate-to-large earthquake that occurred off Japan (M7.1), which was a normal fault typed outer-
rise earthquake (Fig. 1). The tsunami warning was issued after the earthquake, and maximum 30 cm 
tsunamis were observed along the NE Japan coast. 

In-situ data of PGs 

The superior advantages of the recently developed dense ocean-floor network for earthquakes and 
tsunamis, namely DONET, are that pressure and seismic sensors are deployed at the same location. 
Vertical component of seismic sensor is controlled by gimbals just after the deployment. This is why 
we can evaluate the bottom pressure records by making use of bottom vibration. We review the 
pressure records during the earthquake obtained approximately 700 km away from the observatory.  
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Fig. 1. A map of the outer-rise earthquake with the 

tsunami travel time and DONET observatories’ 
location 

Fig. 2. Pressure records obtained by DONET 
observatories 
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DONET has 20 observatories now, in which accelerometer, broadband seismometer (velocity 
meter), pressure gauges etc. are contained. All datasets have been obtained during the earthquake, in 
which pressure records are shown in Fig. 2. Pressure fluctuations were observed during the 
earthquake. KMC09 to KMC12 are relatively deep observatories, and records observed by those 
observatories tend to amplify the pressure fluctuations. 

Comparison with OBSs 

It is well known that bottom pressure during the earthquakes depends on the bottom deformation. 
However, there hasn’t been any opportunity to compare the bottom pressure and bottom deformation 
directly before (Matsumoto and Kaneda, 2013). DONET seismometers are deployed at the same 
location to the pressure gauge at each observatory as mentioned above, hence we can compare the 
measurements obtained by them during the earthquake without corrections. Here is an example of the 
deep observatory at KMC12 in Fig. 3. Three waveforms seem to be independent at a glance. 

We compare three waveforms in the frequency domain in Fig. 4 in which acceleration and velocity 
are converted to their equivalent pressure unit by considering water depth. Indicators fg1 and fac1 
represent characteristic frequencies which correspond to lower and upper limit frequencies of forced 
oscillation band, respectively. Gravitational waves are produced by bottom deformation in lower 
frequency than fg1, whereas hydroacoustic waves are produced in a higher frequency band than fac1.  
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waveforms at KMC12 
Fig. 4. Comparison of spectrum waveforms of bottom 

pressure, acceleration, and velocity at KMC12 

Discussion and conclusions 

According to Fig. 4, the peak frequency of bottom pressure record exhibits near fac1. The characteristic 
frequency fac1 is fundamental acoustic resonance of water layer. Therefore, acoustic resonance was to be 
possibly observed. The bottom pressure records obviously follow the bottom acceleration and the velocity 
in the intermediate and high frequency bands, respectively. The boundary appears at the frequency fac1.   

We evaluate the bottom pressure together with the bottom acceleration and velocity. These unique 
datasets reveal the bottom phenomena such as bottom pressure enhancement by bottom deformation, 
i.e., bottom velocity and bottom acceleration, depending on the frequency band.  
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Abstract. Estimates were made for semidiurnal internal wave generation over submarine ridges based on the 
models of wave generation. The fluxes of internal wave energy from submarine ridges greatly exceed the fluxes 
from the continental slopes because the dominating part of the tidal flow is directed parallel to the coastline. 
They account for about one-fourth of the total energy loss from the barotropic tides. Submarine ridges if normal 
to the tidal flow form an obstacle that can cause generation of large internal waves. Energy fluxes from most 
submarine ridges were estimated. The decay of internal tide during propagation was estimated from the 
measurements on buoys in the ocean and from numerical models. Combined calculations and measurements 
result in a map of the global internal wave amplitude distribution. Extreme amplitudes were found near the 
Mascarene Ridge in the Indian Ocean, Mid-Atlantic Ridge in the Southern Atlantic, Great Meteor Bank, and 
Strait of Gibraltar. 

We analyze observations of internal tides in the World Ocean on the basis of long-term moored 
measurements and numerical modeling. Internal waves of semidiurnal frequency are recorded almost 
everywhere in the ocean. Their amplitudes are generally much greater than the background level 
characterized by the Garrett-Munk model [2]. Intense field measurements, theoretical study, and 
numerical modeling brought us to the level of such understanding of the process that it is possible to 
study the mechanisms governing semidiurnal internal wave energy distribution in the ocean. The 
generation of internal tides occurs mainly due to the interaction of the barotropic tide currents with the 
bottom topography. The currents flowing over the bottom features acquire vertical components, thus 
leading to periodical vertical displacements of the isopycnals and generating progressive tidal internal 
wavers.  

We use the model developed by P. Baines [1] to estimate the energy of internal tides generated 
over submarine ridges. Originally the model was developed for the continental slopes but we extended 
it to submarine ridges and calculated energy fluxes from the main submarine ridges in the Atlantic, 
Pacific, and Indian oceans. A total of 50 ridges were analyzed. The total energy flux of internal tides 
from all ridges was calculated. It appeared approximately equal to one fourth of the barotropic tide 
dissipation. We compared these results with the measurements on 1000 moorings in the ocean and 
plotted a chart of the amplitudes of internal tides in meters. The greatest amplitudes were found near 
submarine ridges. Combined calculations and measurements result in a map of the global internal 
wave amplitude distribution. Extreme amplitudes were found near the Mascarene Ridge in the Indian 
Ocean, Mid-Atlantic Ridge in the Southern Atlantic, Great Meteor Bank, and the Strait of Gibraltar. 

 

 
Chart of internal tide amplitudes in the ocean (meters).  

Numerals in circles indicate measurements on moorings 
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The energy fluxes of internal waves generated over submarine ridges exceed several times those of 
internal waves generated over continental slopes. The currents of the barotropic tidal wave in most 
parts of the ocean are parallel to the shores, and only a small part of the mass flux crosses the slope 
line. Many of submarine ridges are perpendicular to the tidal currents and form an obstacle that 
provides an intense internal wave generation.  

Nevertheless there is evidence of large internal waves amplitudes generated over continental 
slopes and over the ridges connecting arcs of islands. High amplitudes of internal tide were recorded 
in the Bay of Biscay and in the Strait of Gibraltar. These intense tidal internal waves are generated, 
when a great part of the tidal flow crosses the continental slope.   

The amplitudes of internal tides are high if: 
(1) The barotropic tide is strong 
(2) Tidal currents are normal to the ridge 
(3) The ridge crests are high and surrounding waters are deep  
(4) The slopes coincide with the characteristic lines of equations for internal tides 
(5) Stratification is strong 
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Abstract. Lightning locating systems, often referred to as lightning detection networks, are the most 
common way to geolocate lightning. Such systems also report a variety of characteristics associated with 
lightning events (cloud-to-ground return strokes, M-components, ICC pulses, and cloud lightning pulses). We 
summarize the various methods to geolocate lightning, both ground-based and satellite-based, and discuss the 
characteristics of lightning data available from various sources. The performance characteristics of lightning 
locating systems are determined by their ability to accurately geolocate lightning events and report various 
features such as lightning type and intensity. Methods used to validate the performance characteristics of 
lightning locating systems are discussed. 

Introduction 

The most common way to geolocate lightning is by using a lightning locating system (LLS), often 
referred to as a lightning detection network. An LLS is typically a network of a minimum of 4 to 5 
sensors and a central processor. Each sensor measures the electromagnetic signal produced by a 
lightning discharge and sends back information about the associated waveform characteristics to the 
central processor. Once the same lightning event is measured by multiple sensors in a network and 
reported to the central processor, one or more techniques can be used at the central processor to 
geolocate the lightning event. The two most common techniques used for lightning geolocation are 
time-of-arrival (TOA) and magnetic direction finding (MDF) (e.g., Cummins et al., 1998 [1], 
Cummins and Murphy 2009 [2]). Modern LLSs are able to determine the location, intensity, and type 
of lightning and the movement of thunderstorms in real time. This information can be used for various 
purposes including lightning warning, nowcasting, forecasting, and safety applications, locating 
lightning-caused damage to resources and infrastructure, risk assessment, geophysical research, 
insurance, and a variety of other real time and forensic applications. 

In the presentation, we will summarize various methods of lightning geolocation in ground-based 
networks. We will review satellite-based lightning geolocation and characteristics of lightning data 
from various sources. Additionally, we will discuss methods to validate the performance 
characteristics of lightning locating systems. 

Validation of Lightning Locating System Performance Characteristics  

The performance characteristics of an LLS determine the quality of the lightning data available. 
These performance characteristics include (1) detection efficiency for cloud (IC) and cloud-to-ground 
(CG) flashes and CG strokes, (2) location accuracy, (3) peak current estimation accuracy, and (4) 
lightning classification accuracy. These performance characteristics can be evaluated using a variety 
of techniques which are summarized below. 

Network self-reference 

In this technique, statistical analysis of parameters (e.g., Schulz, 1997 [3]) such as standard 
deviation of sensor timing error, semi-major axis length of the 50 % confidence ellipse, and the 
number of reporting sensors, is used to infer the LA and DE of an LLS. This method requires data 
collected by the network after it has been properly calibrated. It can provide a good estimate of the 
network’s performance in a cost-effective, practical manner. 

Rocket-triggered lightning and tall object studies 

These methods use data from rocket-triggered lightning experiments or lightning strikes to tall 
objects (e.g., instrumented towers) as ground-truth to evaluate the performance characteristics of an 
LLS within whose coverage area the triggered lightning facility or the tall object is located. The LA, 
DE, peak current estimation accuracy, and lightning classification accuracy of an LLS can be 
measured using these methods (e.g., Nag et al., 2011 [4], Diendorfer et al. 2000 [5]). While these 
methods provide the best ground-truth data for performance characteristics validation for CG lightning 
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(and are the only ways to directly validate peak current estimation accuracy of an LLS), they may be 
very expensive, may not be practical for all regions (as there are only a few triggered lightning 
facilities and instrumented towers across the world), and are a valid indicator of LLS performance 
only for the region where the rocket-triggered lightning facility or tall object is located (especially in 
cases where the performance of the LLS is expected to vary significantly from region-to-region). 
Additionally, rocket-triggered lightning provides data for return strokes similar to only subsequent 
strokes in natural lightning. No data for first strokes in natural lightning can be obtained using this 
technique. 

Video camera studies 

Lightning data obtained using video cameras can be used as ground-truth to evaluate the 
performance characteristics of an LLS within whose coverage area the lightning discharges occurred. 
The LA, DE, and lightning classification accuracy of an LLS can generally be estimated using this 
method. Camera studies examining the detection efficiency and location accuracy of the U.S. National 
Lightning Detection Network were performed, for example, by Idone et al. (1998a, b) [6, 7]. In this 
method, data collection can be time consuming and challenging because the exact locations of 
lightning discharges to be captured on video cannot be predicted. Additional instrumentation such as 
antennas measuring electric field from lightning discharges is often required for this technique. 

Inter-comparison among networks 

The performance of one LLS that is being tested can be compared to another LLS that may be 
used as reference, as long as the reference LLS is well calibrated and its performance has been 
characterized independently. This method allows inferences to be made about the detection efficiency 
and location accuracy of the test LLS relative to the reference LLS. If the reference network provides 
VHF lightning mapping, inference about the test network’s IC detection efficiency, and even IC 
location accuracy, can be made. An example of recent studies include Poelman et al. (2013 [8]). 
Indeed, given that IC flashes are mostly or entirely obscured from view, high-resolution VHF 
lightning mapping information is the only means of doing detailed validation of the IC lightning 
performance of another LLS.  

While one or a combination of the above techniques can be used to evaluate the performance 
characteristics of an LLS, it is important to understand the strengths and weaknesses of the methods 
used, in order to obtain reliable estimates of LLS performance characteristics. 
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TWO LIGHTNING PROCESSES PRODUCING RELATIVELY SHORT DURATION 
BIPOLAR ELECTROMAGNETIC RADIATION SIGNATURES 

A. Nag1 and V.A. Rakov2 
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2 University of Florida, Gainesville, Florida, USA 

Abstract. The preliminary breakdown and the compact intracloud discharge are lightning processes that 
produce characteristic microsecond-scale bipolar radiation field signatures. Such characteristic electromagnetic 
signatures in conjunction with engineering-type models allow us to study these processes and make inferences 
about various parameters of these lightning discharges. 

Introduction 

Lightning processes produce electromagnetic field changes often with characteristic signatures that 
allow them to be identified and examined. Such characteristic electromagnetic signatures in 
conjunction with engineering-type models (e.g., Rakov and Uman, 2003, Chapter 12) [1] allow us to 
make inferences about various parameters of lightning discharges. In this presentation we discuss two 
lightning processes, the preliminary breakdown (PB) and the compact intracloud discharge (CID), that 
produce microsecond-scale bipolar radiation field signatures and review engineering models for these 
processes.  

Preliminary Breakdown Pulse trains 

The first stroke leader in a cloud-to-ground lightning discharge is thought to be preceded by the 
initial or preliminary breakdown. The preliminary breakdown can be defined as an in-cloud process 
that involves the formation of one or more channels in the cloud with the channels extending in 
seemingly random directions from the cloud charge source, with one of them evolving into the stepped 
leader that bridges the cloud charge source and the ground. The preliminary breakdown process in 
ground flashes is often viewed as a leader-like process bridging the main negative and lower positive 
charge centers. The preliminary breakdown often produces a train of pronounced microsecond-scale 
electric field pulses. The characteristics of these pulses have been examined in various studies over the 
years (see Rakov and Uman, 2003 [1], Chapters 4 and 9 for a review). The pulses are typically bipolar 
and in CG flashes, the polarity of the initial half-cycle is the same as that of the following return-
stroke pulse. 

Nag and Rakov (2009) [2] interpreted the preliminary breakdown pulse train in negative cloud-to-
ground discharges as being generated when a negatively-charged channel extends downward from the 
main negative charge region and interacts with the lower positive charge region. This interpretation is 
generally supported by the high-speed video observations of Campos and Saba (2013) [3]. Nag and 
Rakov (2014) [4] used a modified transmission line model to reproduce the characteristic bipolar 
electric field pulse train associated with preliminary breakdown. In doing so, they assumed that the 
preliminary breakdown pulse train in negative cloud-to-ground discharge is generated when a 
negatively-charged channel extends downward from the main negative charge region and interacts 
with the lower positive charge region. It is assumed that during preliminary breakdown the negatively-
charged channel extends downward in a stepped fashion through the relatively-high-field region 
between the main negative and lower positive charge centers and then through the relatively-low-field 
region below the lower positive charge center. At each step, an equivalent current source is activated 
ahead of the channel tip, resulting in a step current wave that propagates upward and facilitates 
downward extension of the channel. Each step produces a bipolar electric radiation field signature 
with successive steps producing a characteristic preliminary breakdown pulse train. 

Compact Intracloud Discharges 

Cloud lightning discharges that produce both (1) single, usually solitary bipolar electric field 
pulses having typical full widths of 10–30 µs and (2) intense HF-VHF radiation bursts (much more 
intense than those from any other cloud-to-ground or “normal” cloud discharge process) are referred to 
as compact intracloud discharges (CIDs). These discharges were first reported by Le Vine (1980) [5] 
and later characterized by Willett et al. (1989) [6] and Smith et al. (1999) [7], among others. 

On the basis of experimental evidence of multiple reflections and modeling, Nag and Rakov 
(2010a) [8] inferred that, from the electromagnetic point of view, the CID is essentially a bouncing 
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wave phenomenon. The process can be viewed as a long wave repeatedly folding on itself, so that the 
electromagnetic field signature (narrow bipolar pulse) duration is not necessarily a measure of radiator 
length. Reflections at channel extremities may result in corona-like electrical breakdown there, 
because a reduction of current is accompanied by an increase of line charge density and associated 
voltage. This breakdown at channel ends is likely to produce intense bursts of HF-VHF radiation 
which are a characteristic feature of CIDs. Nag and Rakov (2010a) [10] showed via modeling that 
reflections were responsible for fine structure of wideband electric field and dE/dt waveforms. From 
modeling the CID as a wave traveling on an elevated vertical transmission line and comparing model-
predicted electric fields with measurements, they estimated that the effective current reflection 
coefficients at channel ends (additionally accounting for current attenuation along the channel) should 
be in the range of 0 to –0.5, that the wave propagation speed ranges from 0.3 to 3·108 m/s, and the 
channel length is less than 1000 m. Further, Nag and Rakov (2010a) [8] showed that the current 
distribution along the CID channel is often not much different from uniform, as expected for a 
Hertzian (electrically short) dipole, because of relatively short channel length, relatively long current 
waveform, and relatively high propagation speed. Both the bouncing wave model and the Hertzian 
dipole approximation were shown to be capable of reproducing two-station CID electric field 
measurements. Nag and Rakov (2010b) [9] estimated electrical parameters of 48 located CIDs using 
their measured electric fields and vertical Hertzian dipole approximation. For all 48 events, geometric 
mean values of peak current, zero-topeak current risetime, and charge transfer for the first 5 µs were 
inferred to be 74 kA, 5 µs, and 164 mC, respectively. The geometric mean peak radiated power, and 
energy radiated for the first 5 µs were 29 GW and 31 kJ, respectively. For nine events, they were able 
to estimate CID channel length from channel traversal times measured in dE/dt waveforms and 
assumed propagation speeds of 2·108 m/s to 3·108 m/s, which limit the range of allowed speed values. 
For v = 2.5·108 m/s (average value), the channel lengths for these nine events ranged from 108 to 142 
m. The corresponding geometric mean values of peak current, zero-to-peak current risetime, and 
charge transfer for the first 5 µs are 143 kA, 5.4 µs, and 303 mC, respectively. The uncertainty in 
either current or charge transfer calculated for the nine events was estimated to be ≤ 25 %. The 
geometric mean peak radiated power and energy radiated for the first 5 µs (both wideband) were 
calculated to be 29 GW and 24 kJ, respectively. Overall, the estimated CID current waveform 
parameters were found to be comparable to their counterparts for first strokes in cloud-to-ground 
lightning, while their peak radiated electromagnetic power was considerably higher. 
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RETRIEVAL OF IMPORTANT GAS CONCENTRATIONS FROM TIME SERIES  
OF OZONE MEASUREMENTS AT ALTITUDES OF 50 km TO 75 km 

M.Yu. Kulikov and A.A. Nechaev 
Institute of Applied Physics RAS, Nizhny Novgorod, Russia 

One of the main directions in the Earth’s atmosphere physics is the study of spatial distribution 
and dynamics of minor gas constituents. One of the problems arising in this connection is how to 
obtain information about the parameters of a certain atmospheric system, which are difficult to 
measure directly. The aim of this work is to retrieve the value of the control parameter of mesospheric 
photochemical system (MPCS), the water vapor concentration, from time series of ozone 
concentration measurements at altitudes of 50–75 km. 

To solve the formulated inverse problem, the statistical Bayesian approach is applied [1]. The 
zero-dimensional differential system of MPCS modeling twenty photochemical reactions between the 
constituents of the families of odd hydrogen HOx (Н, ОН, НО2) and oxygen Ox (О, О(1D), О3) is 
solved. Real height dependences of air temperature, air concentration, and photodissociation 
coefficients are used. As a result, a vertical profile of H2O concentration is restored by three noisy 
measurements of ozone concentration. Accuracy of the retrieval is estimated depending on the length 
of the time series and the dispersion of the measurement noise. It is demonstrated that the solution to 
the given problem allows determining the spatio-temporal evolution of concentrations of all other 
constituents of the families of odd hydrogen and oxygen. 
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Abstract. Strong ocean-bottom earthquakes are the most widespread cause of devastating tsunami waves. In 
this talk, we shall first discuss the main, and nowadays widely accepted, mechanism of tsunami generation that is 
associated with the instant displacement of water by co-seismic (residual) ocean-bottom deformation. Second, on 
the base of offshore registration of earthquakes and related tsunamis by ocean bottom stations (JAMSTEC) both 
in the tsunami source and at intermediate source distance (400–800 km), the role of water compressibility and 
non-linearity will be examined. 

Numerical simulation of tsunami is normally based on the shallow water theory, which deals with 
the equations of hydrodynamics averaged over the vertical coordinate [1]. As for the description of 
tsunami generation, an earthquake is considered to instantly cause residual deformations of the ocean 
bottom. Then, the assumption is made that the displacement of the bottom is simultaneously 
accompanied by formation at the surface of the ocean of a perturbation (initial elevation), the shape of 
which is fully similar to the vertical residual deformations of the bottom. 

The traditional approach described above is not accurate for at least the following two reasons. 
First, the horizontal deformation components, which can also contribute to ousting the water in the 
case of a sloping bottom, are neglected. Second, the dynamics of rupture formation and the relevant 
time-dependent process of bottom deformations remain beyond consideration. In this talk, we shall 
present some of our recent findings that improve the state of the art understanding of tsunami 
formation by ocean bottom earthquake. 

Instant ocean bottom deformation: the role of vertical and horizontal components 

In recent years there appeared methods that permit determining detailed co-seismic bottom 
deformation in a tsunami source from finite fault models (FFMs). According to the FFM, the fault 
plane for an earthquake is divided into a number of rectangular subfaults. The bottom deformation 
caused by each of these subfaults is calculated analytically by using the Okada formulae [2]. Then, the 
contributions of all the elements are summed up. As a result we determine the vector field of the co-
seismic bottom deformation. From the vector field and ocean bottom topography we calculated 
residual displacement of ocean bottom surface caused by an earthquake. The residual displacement 
allows us to determine volumes displaced by vertical and horizontal components of the bottom 
deformation. 

In calculations of the vector field of co-seismic bottom deformation of tsunami sources, we rely on 
FFM data available at the sites of the California Institute of Technology, UC Santa Barbara, and US 
geological survey. Necessary bathymetric data were extracted from the 1-min digital atlas General 
Bathymetric Chart of the Oceans (GEBCO). 

We examine 44 ocean-bottom earthquakes that occurred during the period of 1994–2012. For 
many seismic events several solutions have been provided. Thus, we deal with a total of 70 earthquake 
source models [3]. It was shown that the absolute value of the relative contribution of the horizontal 
components of bottom deformation to the displaced volume varies from 0.07 to 55 %, on the average 
amounting to 14 %. In the majority of cases, the horizontal components provide an additional 
contribution to tsunami and virtually never diminish the contribution of the vertical component. So, it 
is important to take into account the horizontal components of bottom deformation in tsunami 
simulation. 

Time-dependent ocean bottom deformation: the role of water compressibility  
and non-linearity 

In the second part of this talk, we shall first describe the character of linear response of water 
column to seismic motions of the ocean bottom as a function of motion frequency. For this purpose a 
set of characteristic frequencies and related frequency bands will be introduced [1, 4]. Then, we shall 
present data-sets recorded by the Japan Agency for Marine-Earth Science and Technology 
(JAMSTEC) ocean bottom pressure gauges (PG) and seismometers (OBS) during the 2003 Tokachi-
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oki and the 2011 Tohoku earthquakes. The data processing results will be examined in terms of 
manifestations of hydroacoustic and non-linear effects [4, 5]. 

The possibility for separation of the tsunami problem into independent “compressible” and 
“incompressible” parts will be discussed making use of the Euler equations and characteristics of 
bottom pressure variations recorded during the 2003 Tokachi-Oki and the 2011 Tohoku earthquakes. 
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OPTIMIZATION TECHNIQUE FOR RETRIEVING VERTICAL DISTRIBUTIONS 
OF ATMOSPHERIC OZONE FROM RADIOMETRY DATA 
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Abstract. An optimization technique for retrieving vertical distributions (profiles) of atmospheric ozone 
from radiometry data is proposed. The technique is based on the statistical (Bayesian) approach to solution of 
inverse problems. It is assumed that initial data contains measurement noise, and a priori information about 
properties of the profile is used. It is proposed to approximate the sought profile by a linear combination of 
empirical orthogonal functions (EOF) calculated from statistics of the previous measurements. This 
approximation allows optimal inclusion of a priori information into retrieval procedure. Efficiency of the 
proposed technique is demonstrated on the modeled data. 

Retrieval of ozone profiles from passive remote sensing of the atmosphere is considered to be an 
incorrect inverse problem that requires solution of a nonlinear integral equation [1-2]. The connection 
between the radiometry data and the sought profile is defined by an integral equation because emission 
from the whole range of sounded heights contributes to the received signal:  

  (1) 

where  is the spectrum of the atmosphere self-radiation,  is the vertical distribution of 
ozone concentration,  is the effective cross-section of ozone molecule absorption,  is the 
measurement error. 

Success of retrieval depends on the following factors. First, it is a correct strategy of seeking 
solutions. Second, it is a correct allowance for a priori information about the properties of the sought 
profile. Discreteness of the data and presence of noise give an infinite set of possible solutions, so it is 
necessary to formulate the problem statistically. In this case, the Bayesian approach is used for 
construction of probability posterior distribution of the sought profile. 

Extensive statistics allows using it as a source of a priori information. Rodgers [3] proposed the 
method of statistical regularization which uses the covariance matrix derived from previous 
measurements. In this work modification of that statistical regularization method is proposed. The 
method includes approximation of the sought profile by a linear combination of the empirical 
orthogonal functions (EOF) calculated according to statistics of the previous measurements: 

  (2) 
Here  is the average profile over a priori ensemble and  is the ith EOF. Actually, instead of 

using ozone concentration on each layer as parameters of the sought profile, it is suggested to use 
linear combinations of deviations from average ozone concentration at different layers. Practically, 
eigenvectors  of covariance matrix are derived, wherein covariance matrix can be represented in 
diagonal form. Therefore, the  Bayesian-based cost function of the modified method is: 

,               (3) 

where  is the integral entering into (1), which depends on ozone profile represented via parameter 
vector , and the second term came from Rodger's a priori probability density written in terms of 
new variables . 

In this way, solution of the formulated problem reduces to finding  coefficients which minimize 
the cost function (3). The efficiency of the proposed technique is demonstrated on modeled data. The 
ensemble of ozone profiles measured near Nizhny Novgorod is used as a priori statistics. The modeled 
data simulating the spectrum of the atmosphere self-radiation is used for retrieving ozone profiles [4]. 
The results of reconstruction are presented in Fig. 1. It is worth noting that the reconstructed profile is 
obtained after a full set of  coefficients has been received. 
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Small-scale empirical orthogonal functions are smoothed by integral equation (1) and hence 
cannot be resolved from data. Consequently there arise a question of optimal number of components 
used in the retrieval algorithm. Reducing the number of components allows decreasing computational 
time and arising stability of numerical algorithms. In this work the optimality for finding appropriate 
number of EOFs is suggested. After averaging the difference between real and reconstructed profiles 
(as long as  principal components are considered) over an ensemble of profiles we can obtain a 
criterion of optimal number of components: 

 . (4) 

The optimality condition (4)  depending on the number of components taken into account is shown 
in Fig. 2. Intervals of estimation errors based on assumption of chi-square distribution of  value are 
also shown. There is an optimal value =10 for which additional small-scale components do not 
increase retrieval accuracy. It happens because these components tend to be scattered near zero, since 
the role of a priori term in (3) becomes dominant for them. Comparison of retrieval results with the 
full EOF basis (corresponding to the maximum value =33) and the optimal number of components 
(which is =10) are shown in Fig. 1. It can be seen that the profile retrieved using an optimal 
number of components differs less from the initial profile than the profile using the full basis. 

 

  
Fig. 1. Comparison between real  

and reconstructed profiles 
Fig. 2. Optimality value versus number of EOFs 
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RECENT RESEARCH AT THE LIGHTNING OBSERVATORY  
IN GAINESVILLE, FLORIDA: A REVIEW AND UPDATE 

V.A. Rakov, M.D. Tran, S. Mallick, and V.B. Somu 
Department of Electrical and Computer Engineering, University of Florida, USA 

In this paper, we will review some topics recently studied at theLightning Observatory in 
Gainesville (LOG), Florida. The LOG is part of the International Center for Lightning Research and 
Testing (ICLRT), which also includes the Camp Blanding (CB) lightning-triggering facility. The LOG 
was established on the University of Florida campus in 2004 primarily for measuring electromagnetic 
fields produced by lightning. Over the years the experimental setup has undergone upgrades, 
modifications, expansions, and relocation. It is currently located on the roof of the five-story New 
Engineering Building. The LOG includes a glass cupola providing over a 180° unobstructed view of 
the horizon. The cupola houses digitizing oscilloscopes, computers, and high-speed video cameras, 
with the various sensors and associated electronics being located nearby on the roof. The sensors 
currently include electric field antennas, electric field derivative (dE/dt) antennas, magnetic field 
derivative (dB/dt) antennas, and an X-ray detector. Signals from all the sensors are relayed by fiber-
optic links to the glass cupola, where they are recorded. All records are GPS time stamped. 

 
The Lightning Observatory in Gainesville (LOG), Florida, has been continuously operated since 

2004. The results of observations at LOG have provided considerable insight into lightning properties 
and mechanisms. Among important findings are (a) evaluation of various equations for estimation of 
lightning peak currents from measured electric or magnetic fields, (b) inferences on the role of lower 
positive charge region in the cloud in facilitating different types of lightning, (c) characterization of 
positive lightning flashes in Florida, (d) discovery of the mechanism of electromagnetic radiation of 
compact intracloud discharges and estimation of their electrical parameters, (e) new inferences on the 
interaction of lightning electromagnetic pulse with the ionosphere, and (f) first observations of higher 
X-ray production by subsequent-stroke leaders compared to the first-stroke leader in the same flash. 
Selected new results will be presented in this paper, including updates on (1) X-rays produced by first 
and subsequent strokes in natural lightning, (2) lightning interaction with the ionosphere, and (3) 
lightning properties inferred from high-speed video camera observations. 

 
 
 
 

Invited 



189 
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Abstract. The convective structures arising in a thin horizontal water layer cooled from above are studied 
numerically. The layer contains a shear flow produced by tangential stresses on the top and an insoluble 
absorption-type surfactant film on the free surface. Evolution of patterns of the surface temperature is studied 
with increasing film elasticity, Reynolds number, and layer depth. The consideration is aimed at modeling the 
small-scale subsurface convective structures arising  in open water basins in the presence of wind.  

Investigation of the convective structures in open water basins is an important topic in the 
nonlinear geophysics. In this work we are concerned with modeling the small-scale subsurface 
convective structures arising in the presence of the tangential wind stresses and absorption-type 
surfactant. To this end, the evolution of the structures in a finite-depth water layer cooled from above 
is studied. The attention is focused on the role of the surfactant in the convective processes, which is 
insufficiently studied now.  

The analysis is based on numerical solution of standard three-dimensional equations for the 
Boussinesq gravity-capillary convection supplemented with the equation governing the surfactant 
concentration [1]. The approximation of a nondeformable free surface, the linear dependence of 
surface tension on temperature and surfactant concentration, and the condition of thermal insulation at 
the bottom are adopted. A numerical procedure based on the pseudospectral method together with 
appropriate reformulation of the basic equations was employed [2]. We used the discrete Fourier 
transform including 128 128×  harmonics along the horizontal directions ,x y  and discretization with 
80 points in the vertical direction z . The parameters of the water layer were specified in accord with a 
minimal scale of subsurface convection in the seas for the reference temperature of 20 °C, namely: the 
length scale h = 1 cm, the velocity scale was / hν  (ν  is the kinematic viscosity of water), and the 
temperature scale was /qh κ  ( q  is the heat flux from the water surface, κ  is the thermal conductivity 
of water). The dimensionless parameters of the flow are the Grashof ( Gr ), Prandtl ( Pr ), Marangoni 
( Ma ), Reynolds ( Re ), and Biot ( Bi ) numbers as well as normalized elasticity ( E′ ) and diffusivity 
( D′ ) of the surfactant film.  

At first, the influence of the surfactant on patterns evolution with the growth of the Reynolds 
number was studied for a thin layer with normalized thickness 1H = . The computations showed that, 
in the case of pure water ( E =0′ ), there appeared small-scale thermocapillary patterns on the 
background of large cells having the sizes of the order of the layer depth. Such different-scale patterns 
were earlier observed in the ethyl alcohol and water layers (see refs. [4] and [2]). With increasing 
Reynolds number, the large cells were elongated in the flow direction like in ethyl alcohol. When the 
film elasticity E′  became large enough, the small patterns were suppressed totally and the large 
patterns demonstrated the cell-to-roll transition like at the purely bouncy-driven convection. It was 
found that the values of averaged (over all dimensions) kinetic energy of the velocity pulsations 
obtained can be attained in purely buoyancy-driven convection without surfactant at an essential (two-
fold) effective decrease of Gr . Thus, the influence of the surfactant does not reduce merely to 
elimination of the thermocapillarity effects.  

In the case of a thin layer ( 1H = ) and large enough E′ , quasiregular well-recognized polygonal 
cells and rolls were obtained in the presence of a flow similarly to [5, 6]. For thick enough layers 
( 2H ≥ ), cold water columns moving downwards (the so-called plumes) were revealed. The 
appearance of plumes was accompanied by swirl-like liquid rotations on the water surface. At small 
Re , the ordered cellular patterns were destructed by the swirls, and, at large enough Re , the 
longitudinal rolls could be distinguished (Figs. 1, 2). When the swirls appeared, the averaged kinetic 
energy increased by 6–7 times compared to the case of the thin layer ( 1H = ). It was found that the 
plumes became unsteady and decayed in their lower part (Fig. 2). Under the action of the shear flow, 
the rotation regions were elongated in the flow direction as well.  
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Fig. 1. Image of the surface temperature (a) and the corresponding vector lines of the surface velocity 
perturbations (b) illustrating the liquid swirl-like rotations. The black and white colors correspond to 
the minimal and maximal temperature, respectively; x-axis is oriented in the mean flow direction 
( 3H = , Pr 7= , Gr 4000= , Ma 20000= , E =7000′ , D =0.001′ , Bi 0.5= , Re 20= , pictures at  the 
time moment 7.5t = ) 

 
Fig. 2. The plumes in the vertical cross section orthogonal to the flow direction x  at the same parameters  

as in Fig.1 ( 0z =  and 3z =  correspond to the layer bottom and top, respectively; 3.2t = ) 

A mechanism of the swirls formation can be determined from the computations. As follows from 
Fig. 1, the liquid flows along the black lines on the surface, which are the lines of liquid sinking. 
Evidently, the velocity vector lines converge to the point of fastest sinking where the plume is formed 
beneath the surface.  
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Abstract. In this study we analyze large-scale inter-dependences between Sea Surface Temperature (SST) 
and rainfall variability using climate networks. On account of this analysis, we coarse-grain gridded SST and 
rainfall datasets by merging grid points that are dynamically similar to each other. We consider the SST and 
rainfall systems as two distinct climate networks and use established cross-network measures to understand their 
interrelations. As a first step, the spatial distributions of these cross-network measures illustrate regions which 
are of particular importance in the interaction between SST and rainfall. Secondly, we go into further detail by 
investigating the cross-network topology explicitly for these regions. Here, strong influences from regions in the 
SST system in relation to other regions in the rainfall system are detected. These influences structured in a 
spatially embedded directed network describe important mechanisms behind monsoon systems. For example, 
behind the Indian Summer Monsoon, which is known to be controlled by SST variability over the adjacent 
Indian Ocean. 

Summary 

The influence of global sea surface temperature (SST) variability on precipitation over Asia is 
studied on monthly scales by use of monthly time series for the years 1982 to 2008. SST data is 
obtained from the NOAA Optimum Interpolation SST V2 by NCEP on a one by one degree grid. 
Precipitation data over land is taken from the APHRODITE daily precipitation data product on a 0.5 
by 0.5 degree grid. Monthly mean values were calculated from daily values in a pre-processing step. 
Here, anomalies are studied in contrast to the monthly mean values where the seasonal cycle would 
dominate correlation coefficients. Anomalies are calculated by subtracting from each value the long-
term mean for that month and dividing by the corresponding long-term standard deviation. 

Both data sets are then coarse-grained by clustering in correlation space. For each pair of time 
series of the same observable a distance is defined by the arc-cosine of the Spearman rank correlation 
coefficient. In this metric space a hierarchical clustering is performed so that all time series in a given 
cluster are positively correlated to each other with a Spearman’s Rho of at least 0.5. The most central 
time series in a cluster, i.e., the time series with the highest mean correlation to all other time series in 
that cluster, is picked as a representative time series (RTS) for that cluster. Such clustering groups time 
series by similarity reduces the dimension of the problem and ensures a certain uniqueness of the time 
series. The clustering for both data sets is seen in Figs. 1 and 2 with black dots marking the location of 
RTS. 

 

 
 

Fig. 1. Hierarchical clustering of monthly mean 
precipitation by Spearman correlation 

Fig. 2. Hierarchical clustering of monthly mean SST 
by Spearman correlation 
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In this analysis using Climate Networks, RTS from the SST as well as from the precipitation field 
are represented by network nodes. Nodes are connected by a link if the corresponding RTS are 
significantly correlated. The correlation is measured by a cross-correlation analysis using Spearman’s 
Rho correlation coefficients. Links are considered to be directed depending on the time lag and 
weighted by the corresponding Spearman’s Rho. This procedure results in one Climate Network for 
the SST field and one for the precipitation field. These two Climate Networks are connected by cross-
links which represent the influence of SST on precipitation in our analysis. For reasons of simplicity 
we thereby neglect feedback and focus on links pointing from SST nodes to precipitation nodes 
only.In other words, on precipitation variability following SST variability. 

The influence of a given SST RTS over the ocean on precipitation variability in Asia is visualized 
by the spatial pattern that results from a color-coded plot of all Spearman’s Rho coefficients between 
that single ocean RTS and all different precipitation RTS over land. We observe that these patterns are 
often quite similar for different ocean nodes. Hence, we separate ocean nodes by their induced patterns 
over land into four different groups – so called influence modes. This grouping of ocean nodes with 
respect to the spatial correlation patterns they produce results in the red, purple, yellow and turqoise 
ocean regions shown in Fig. 3. The spatial correlation patterns induced by these four influence modes 
are shown in Fig. 4. Resulting correlation patterns are the land-node-wise average per standard 
deviation Spearman’s Rho coefficients over all ocean nodes defining a given influence mode. The 
average per standard deviation pattern is more pronounced than the average only, leading to the 
conclusion that high correlation coefficients vary less within a given influence mode. 

These induced patterns over land are related to ocean regions indicated by the color of the ocean in 
the corresponding map. For instance, the pattern over Asia seen in the small map with the red ocean is 
induced by the red ocean region seen in the global map (ENSO). 

 

  
Fig. 3. Ocean regions of the four distinct  

influence modes 
Fig. 4. Induced patterns over land of the four  

distinct influence modes 
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Wind-wave interaction processes (momentum, heat and moisture transfer) under severe conditions 
in the air-sea boundary layers are of special interest first of all in the case of studying the hurricane 
dynamics. Parameterization of these processes used in forecasts models are based on the experimental 
data, but at present there is not enough information (experimental data) about them. The problems of 
carrying out measurements in the real ocean could be eliminated to some extent in laboratory 
conditions. Recently non-contact methods of the airflow above surface waves based on modern 
visualisation, particularly PIV methods were developed. Some measurements of the wind velocity 
field above surface waves were carried out in [1, 2]. However, in those works only low wind speed 
conditions were investigated and the standard PIV method gives velocity fields with the time period 
that is insufficient to characterize a turbulent air flow. 

In the present work parameters of the air flow above a rough water surface for a wide range of wind 
speeds were measured using a modified Particle Image Velocimetry (PIV) technique. The experiments 
were carried out at the wind-wave stratified flume of IAP RAS (length 10 m, cross section of air channel 
0.4×0.4 m, wind velocity up to 24 m/s) and at the Large Air-Sea Interaction Facility (LASIF) – 
MIO/Luminy (length 40 m, cross section of air channel 3.2×1.6 m, wind velocity up to 10 m/s). 

A combination of PIV measurements, optical measurements of water surface form and wave gages 
were used for detailed investigation of the characteristics of the wind flow over the water surface. The 
modified PIV-method is based on the use of continuous-wave (CW) laser illumination of the air flow 
seeded by particles and high-speed video. 

During the experiments on the wind-wave stratified flume of IAP RAS, a CW laser with 1.5 W 
output power was used as a source for light sheet. A high-speed digital camera VideoSprint (VS-Fast) 
was used for taking visualized air flow images with the frame rate of 2000 Hz. In the experiments on 
the LASIF, a more powerful Argon laser (4 W, CW) was used as well as a high-speed camera with 
higher sensitivity and resolution: Optronics Camrecord CR3000x2, frame rate 3571 Hz, frame size 
259×1696 px. In both series of experiments spherical 0.02 mm polyamide particles with inertial time 
7 ms were used for seeding the airflow. Using in LASIF new seeding system provided high particle 
density in PIV-images. In combination with high-resolution camera it allowed us to obtain momentum 
fluxes directly from measured air velocity fluctuations. 

Velocity air flow field was retrieved by PIV images processing with adaptive cross-correlation 
method on the curvilinear grid following surface wave profile. The mean wind velocity profiles were 
retrieved using conditional in phase averaging like in [1]. This data was then compared to values 
retrieved from wind speed profiles [2]. 
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PACKETS AND FORMATION OF ZONALLY MODULATED VORTEX STREETS 
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Abstract. This study explores the supercritical dynamics of Rossby wave packets comprised of weakly 
unstable barotropic and baroclinic normal modes feeding on the common critical layer (CL) of a horizontally 
sheared barotropically unstable zonal flow in the presence of vertical stratification. Self-consistent equations 
governing the evolution of the wave packets envelopes and CL vorticity distribution are derived with the aid of 
an asymptotic procedure. Nonlinear generation mechanisms of slowly modulated wave-trains and CL potential 
vorticity patterns are examined for the regimes of weakly nonlinear and strongly nonlinear dissipative CL. 

A problem of fundamental interest in geophysical fluid dynamics is the development of the 
barotropic instability in a rotating fluid [1] which is directly relevant to the formation of large-scale 
vortical structures [2] and transition to turbulence [3] in horizontally sheared atmospheric and oceanic 
zonal flows. The physical mechanism feeding the instability near its onset in a weakly dissipative 
zonal flow is restricted to resonant extracting the kinetic energy from the flow by weakly unstable 
normal modes in the relatively thin critical layer (CL) surrounding a level where the wave speed of a 
marginal mode matches the mean flow. The study [3] seems to be the first to perform an asymptotic 
analysis of the transition to turbulence and chaotic advection in parallel shear flows on the basis of the 
nonlinear CL concept. 
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This study employs the approach developed in [3] to continue an exploration of the effects arising 

from the stable density stratification in a weakly dissipative barotropically unstable zonal flow on a 
β -plane undertaken in [4]. Being specified by the mixing layer velocity profile ( )U y , the background 
flow is assumed to be directed along the zonal x -axis and varies in the meridional y -direction 
(Fig. 1(a)). A simple model of stable density stratification in the vertical z -direction with constant 
buoyancy frequency is adopted. According to the linear inviscid theory the basic barotropic flow is 
capable of supporting barotropic and baroclinic unstable normal modes whenever the gradient of the 
Coriolis parameter β  is less than a critical value max( )m Uβ ′′=  [1]. Supercriticality of an inviscid flow 
defined as mδβ β β= −  is expressed through the small amplitude parameter ε : 1δβ εβ=  (Fig. 1(b)). A 
notable feature of the problem is that the marginal modes corresponding to mβ β=  have the same 
phase speed c . As a consequence, the unstable waves limited to the narrow bands 1 2

0,1 ( )k Oδ ε=  
around the critical wavenumbers 0,1k  can be interpreted as wave packets, with central wavenumbers 

0,1k , sharing common CL in the vicinity of a latitude cy y=  where ( )U y c=  (Fig. 1(a)). To capture the 
effects arising from small dissipation, the dimensionless viscosity parameter ν  is also scaled in terms 
of ε : 3 2

*ν ε ν= . An analysis of the asymptotic expansions in ε  outside and inside the CL employing 
the perturbation method of multiple scales and the matched asymptotics formalism is performed to 
derive a closed system of equations governing the evolution of the complex amplitude functions 

( , )j ja a tξ=  ( 0,1j = ) of slowly modulated wave-trains and CL vorticity distribution ( , , , )z tξ ηΩ = Ω  

Fig. 1. (a) Schematic illustration of cat’s eye streamline pattern in the nonlinear CL of a zonal 
mixing layer. (b) Stability boundaries of the barotropic mode (a solid line) and the main baroclinic 

mode (a dashed line) for the zonal flow tanhU y=  
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where F  contains terms describing supercriticality and nonlinearity, ...〈 〉 denotes local averaging over 
streamwise coordinate x ctξ = − , cy yη = − . Nonlinear resonant terms included in (1)-(2) account for 
resonant interaction between modes outside the CL which occurs when they satisfy 0 12k k= . Under 
sufficiently small supercriticality with 2 3δβ ν  and at 0,1 0σ =  the CL-flow is shown to evolve in a 
quasi-steady weakly nonlinear regime. In this case equations (1)–(3) can be reduced to a set of two 
coupled quintic-cubic Ginzburg-Landau envelope equations describing simultaneous evolution of 
weakly unstable Rossby wave packets feeding on the common CL. The primary effect of nonlinear 
interaction within the CL turns out to be the suppression of the baroclinic modes. The finite amplitude 
barotropic state is shown to become unstable to sideband instability which leads to formation of 
stationary envelope modulations having the form of spatially extended or localized regular patterns.  
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In the presence of nonlinear resonant coupling of the modes through the condition 0 12k k=  a 

nonlinear mechanism of the explosive instability arising from nonlinear resonant interaction inside and 
outside the CL comes into play and instability saturates in the regime of strongly nonlinear CL even if 

2 3δβ ν . Weakly nonlinear Ginzburg-Landau equations, therefore, are no longer applicable and 
numerical analysis of equations (1)–(3) should be employed. Figure 2(a) (where only the most 
unstable modes are taken into account) shows simultaneous growth and saturation of the unstable 
modes started at 2 3( )Oδβ ν= . The amplitudes and the phase variable 1 02ϕ ϕΦ = −  (where argj jaϕ = ) 
tend asymptotically to a state independent of the initial conditions for the amplitudes and phases. As a 
consequence, the flow evolves toward a coherent steady state consisting of phase-locked modes 
equilibrated in the regime of strongly nonlinear CL. This instability scenario is accompanied by the 
development of periodic coherent structures in the potential-vorticity distribution inside the common 
CL taking the form of a zonally modulated barotropic-baroclinic vortex chain (Fig. 2(b)). 
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(b) 

Fig. 2. (a) Time evolution of normalized mode amplitudes 2
j j ca a U lν′=  and phase locking of resonantly 

coupled modes in the regime of strongly nonlinear CL. (b) Potential-vorticity pattern formed in the CL 
from the explosive growth of resonantly coupled modes 
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Abstract. Detection and characterization of directional couplings between complex systems from time series 
are considered. Several factors leading to spurious detections are highlighted, including low temporal resolution 
and unobserved state variables. It prompts special tests for coupling bidirectionality based on empirical 
modelling. In addition to short-term Granger causality characteristics, it is suggested to assess long-term effects 
of couplings based on fitting an empirical model and considering its behavior under special parameter variations. 
With all those approaches, time-varying mutual effects of Atlantic Multidecadal Oscillation and El-
Nino/Southern Oscillation over the last 150 years are revealed. 

In studies of ensembles of systems with nontrivial temporal evolution, it is fruitful to characterize 
their interactions which often determine basic features of the collective behavior. For a deeper 
understanding, it is particularly important to reveal “directional couplings”, i.e. to answer the question 
“who drives whom”. For example, one often looks for couplings between large-scale modes of climate 
variability (e.g. [1, 2]) or global climate processes (e.g. [3, 4]). One often must reveal couplings from 
passive observations of the systems behavior, e.g. from a time series of certain observed variables. 
Sometimes, solving such a problem appears feasible based on the celebrated concept of the Granger 
causality [5]. Its generalized version from information theory is called “transfer entropy” (TE) [6].  

In case of two systems, one says that a system X “Granger causes” a system Y if knowledge of the 
past of X improves predictions of Y as compared to self-predictions. Prediction improvement (PI) is 
usually defined as a decrease in the one-step-ahead mean-squared prediction error. TE characterizes an 
“uncertainty reduction” in terms of Shannon entropies of the conditional probability distributions of 
the future Y. Similarly to PI, a statistically significant nonzero value of TE in the direction from X to 
Y is usually interpreted as a result of the influence “X to Y”, and nonzero TEs in both directions as a 
result of bidirectional coupling. TE is invariant to any invertible change of variables. Many works 
concentrate mainly on its accurate estimation and imply that getting spurious causalities with TE is 
hardly possible as opposed to the mean-squared PI which is not invariant under changes of variables. 
However, it is discussed below that both approaches may lead to spurious coupling detection.  

Furthermore, to characterize coupling strengths quantitatively and to trace their variations over 
time, one often uses just relative values of PI or TE. Yet, PIs and TEs may be rather small both for 
really unimportant couplings and for the cases where an observed dynamical regime would appear 
completely different if couplings were zeroed [3]. To improve coupling characterization, we extend 
the idea of long-term causality [3] here via long-term effects of special parameter variations. 

Avoiding spurious couplings 

Using benchmark models in the form of linear autoregressive processes and Markov chains [7] 
either with uni- or bidirectional couplings, we calculate PI and TE  under realistic conditions of 
significant observational noise, hidden state variables, and low temporal resolution. The results are 
that both PIs and TEs may well be nonzero in both directions even in case of a unidirectional coupling, 
so that “spurious couplings” are rather possible to be inferred. Moreover, it appears possible for a 
“spurious” TE to be much greater than a “correct” TE.  

Based on those results, special tests for coupling bidirectionality are developed. For that, we fit a 
model with unidirectional coupling (involving one of the above factors) to data. In particular, to test 
for possible low temporal resolution effect, we fit autoregressive models with a time step smaller than 
a time series sampling interval. If such a model reproduces all relevant properties of the data, e.g. 
covariance functions, then bidirectional coupling cannot be inferred from positive PIs  or TEs and, 
thereby, spurious detections can often be avoided. This test is illustrated for exemplary mathematical 
systems and applied to climatic data. In particular, it has confirmed previously detected [8] 
bidirectional coupling between El-Nino/Southern Oscillation (ENSO) and Indian Monsoon. 
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Estimation of long-term effects 

Characterization of diverse effects of directional coupling may not be achieved with PI or TE [3], 
but we propose to accomplish it via an empirical model as well. For that, we vary certain parameters 
and trace resulting changes in relevant statistics. Namely, one usually has an empirical model  
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where x(t) and y(t) are observed processes, a and b are model parameters, d’s specify model orders, ξ’s 
are Gaussian white noises. To characterize influence of the system X on the dynamics of the system Y, 
one can trace e.g. how the variance of y changes if one zeroes all the coefficients iyb , . Relative 

change of the variance ]0[])0[( ,
2

,
22 ==−→ iyyiyyyYX bb=C σσσ  (square brackets denote a 

condition) reflects relative importance of the coupling YX →  for the existence of that statistical 
property of Y. This quantity may well be negative.  Alternatively, one may zero the variance of xξ , 

so that ]0[])0[( 2
,

22
,

22 ==−→ xyxyyYX =N ξξ σσσσσ  shows to what extent an observed variance of 
Y decreases if the noise (i.e. “energy”) source in X is switched off. This quantity is always positive for 
mutually uncorrelated xξ  and yξ  in (1). With mathematical examples we show that relative PIs may 
well be rather small (less than 0.01) while the suggested long-term effects may take large values, e.g. 
dozens per cent.  

As an example of application of the suggested techniques to instrumental observation data from 
large-scale climatic processes, we analyzed Atlantic Multidecadal Oscillation (AMO) and ENSO 
(Nino3,4) monthly indices for the period 1870–2013. The analysis of the entire period reveals 
bidirectional coupling with highly significant relative PI in the direction from ENSO to AMO and 10 
times weaker one in the opposite direction. Thus, the overall coupling seems bidirectional, with 
predominant effects from ENSO to AMO. The analysis in moving windows of various lengths (from 
10 to 60 years) reveals significant couplings from AMO to ENSO for some time intervals, and 
sometimes even stronger influence in that direction, even though most of the time the influence 
“ENSO to AMO” dominates. Namely, AMOENSOС →  and AMOENSON →  are highest over the 
intervals 1870–1900, 1920–1930, and 1960–1980, while the opposite characteristics are large over the 
intervals 1910–1920, 1930–1940, and 1990–2000. The last 20 years correspond to highly significant 
influence of AMO on ENSO and much weaker (and decreasing) one in the opposite direction. Thus, 
the moving window estimation of long-term effects reveals a change in the coupling character between 
ENSO and AMO during the last years. 
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Abstract. It is known that in the coastal zone the evolution of internal waves is well described by the 
Gardner equation with variable parameters. The dynamics of intense IW in the shelf zone will be calculated 
using a modified approximate approach developed by the authors’ research team. Comparison of results of 
numerical simulation of Gardner equation with results of calculation by the compound solitons method shows a 
good agreement up to the moments of time when the scales of the change of parameters of the medium are 
comparable with the characteristic dimensions of the soliton. 

In this work we propose an approximate description of non-quasistationary evolution of solitons of 
intense internal waves in the oceanic shelf zone with variable parameters. These solitons may be 
treated as compound structures formed by more “elementary” steady-state waves – kinks (field 
jumps). The presence of strongly differing scales of such solitons (relatively narrow fronts λκ and tails 
and extended, almost flat crests) allows considering the situations when the quasistationarity 
conditions are not fulfilled for the solitary wave as a whole, but are valid for the kinks. Investigation of 
the process of non-quasistationary soliton evolution is carried out within the framework of Gardner’s 
equation with variable coefficients that describes, in particular, the evolution of large-amplitude 
internal waves: 

( )α( , ) μ( , ) β( , ) 0t x xxxx t x t x tΦ + Φ − Φ Φ + Φ = .   (1) 
The sought solution is found by the method of matched asymptotic expansions and the small 
parameter ε is equal by the order of magnitude to the ratio λ / 1k Λ << . The solutions obtained in 
neighboring regions are matched in each approximation. The main terms of expansion in internal 
regions are kink solutions whose parameters are defined by steady-state relationship with α, µ, β, and 
φ  slowly varying in time and/or along the coordinate. The main terms of expansion in external regions 
have no fixed structure. However, as the magnitudes of the field in these regions vary slowly and 
smoothly compared to field variations in the regions of the kinks, their evolution is described by the 
initial Gardner’s equation for a simple wave. The procedure of matching the main terms of the 
expansion of solutions from the internal and external regions gives the relationship for slowly varying 
fields ( ),x tφ±  from the regions adjoining the kink of interest with center coordinate ( )txk  for kxx >  
and, correspondingly, for kx x< : 
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By adding to this relation the dependence of kink velocity on parameters µ, α, ( ),kx tφ  we obtain 
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As a result, the algorithm of constructing the general solution is successive finding of the fields ( ),x tφ  
and kink trajectories ( )txk , starting with the region before the first kink following the above 
sequence.The method of compound solitons is illustrated based on the evolution of the soliton of 
Gardner's equation, close to the maximum, in the case of a linear coefficient 

( ) ( ) consttt =+= 00 ,1 µεµµ . There is special interest in the case of variable coefficient ( )α τ  with 
the quadratic nonlinearity. The results of experimental observation of intense internal waves on the 
shelf of the Kamchatka peninsula are presented in the works [Serebryany et al., 2008]. Data on soliton 
transformation, thermocline recession into an elevation wave are available. The leading front of the 
soliton is extended and the rare edge becomes steeper. As the preliminary result, we examined the case 
when the parameters of cubic nonlinearity and dispersion are constant, and the parameter of quadratic 
nonlinearity α changes linearly in the course of time: 1 tα ε= + . The comparison of distributions 
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fields obtained within the framework of the approximate approach and numerical calculation of 
Gardner's equation is given in fig. 1. It is possible to establish not only the qualitative, but also 
quantitative correspondence between them. It is important that the approximate approach gives 
adequate description of the field distribution. Also, at the moment when 0α = , the traditional quasi-
stationary description is not applicable: the soliton characteristic size and field magnitude were found 
not to differ strongly from the limiting values. Comparison with the results of known real data and 
numerical computations demonstrate the efficiency and adequacy of the modified approach. On the 
basis of the method proposed it is possible to obtain field distribution at arbitrary moment of time. 

 

  
Fig. 1. Forms of quasisoliton at a critical point. The result of approximate theory (on the left)  

and numerical computation of Gardner equation (on the right) 
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RISK AND PREDICTABILITY OF EURASIAN CLIMATE ANOMALIES 
ASSOCIATED WITH CLIMATIC QUASI-CYCLES LIKE ENSO  

I.I. Mokhov and A.V. Timazhev 

A.M. Obukhov Institute of Atmospheric Physics RAS, Moscow, Russia, mokhov@ifaran.ru 

Abstract. Probability of climate anomalies (including anomalies of surface air temperature, precipitation 
and drought conditions) in Eurasian regions are analyzed with an assessment of El Niño/La Niña effects. 

Significant contribution to the global climate anomalies is associated with the El Niño –Southern 
Oscillation. Probabilities of climate anomalies in the Eurasian regions by observations from the end of 
the 19th century to the beginning of the 21st century with an assessment of El Niño/La Niña effects 
are analyzed [1–3]. In particular, anomalies of surface air temperature, precipitation and drought index 
during spring-summer months in mid-latitudes for the European (ER) and Asian (AR) parts of Russia 
from observations since 1891 [4] are analyzed.  

For estimation of the El Niño/La Niña effects, we used their indices characterized by the sea 
surface temperature (SST) in the Niño3 region (150°–90°W, 4°N–4°S) which is located in the 
equatorial latitudes of the Pacific Ocean. The El Niño (E) and La Niña (L) phases were distinguished 
using 5-months moving averaging of the SST anomaly in the Niño3 region (JMA index). El Niño 
(warm) and La Niña (cold) phases were defined by the index values of at least 0.5 °C and at most 
–0.5 °C, respectively, over six consecutive months (including October–December). All the other cases 
were believed to be neutral phases (N). 

Positive temperature anomalies and large positive anomalies in spring-summer months are more 
frequent for ER for years starting with El Niño (E) events and the most frequent for transition to the 
La Niña (L) events (E→L). The E→L transition is characterized also by the lowest probability of 
negative temperature anomalies. The biggest probability of large negative temperature anomalies was 
obtained for the L→E transition and also for the N→E transition. 

The most significant positive difference between probabilities for positive and negative precipitation 
anomalies in the ER are for years starting with El-Niño, in particular for E→L and E→E transitions and 
also for L→N transition. These transitions are characterized by the most frequent positive precipitation 
anomalies and by the lowest probabilities for negative precipitation anomalies. The biggest probabilities of 
negative precipitation anomalies were obtained for the L→E and N→N transitions. 

The largest probability of drought conditions for ER was obtained for the E→L transition. The 
largest frequency of conditions with hot temperature (and drought) during spring-summer months in 
ER is characteristic for the E→L transition. Such conditions were realized for ER in summer 2010. 

Similar estimates were obtained for AR. 
Positive temperature anomalies and large positive anomalies in spring-summer months are more 

frequent for AR for years starting with La Niña (L) events and the most frequent for L→E transition. 
The L→E transition is characterized also by the lowest probability of negative temperature anomalies. 
The biggest probability of large negative temperature anomalies was obtained for the transition and 
also for the N→L transition. 

The highest probability of negative precipitation anomalies is found for the L→L and E→E 
transitions, while the highest probability of the positive ones is revealed for the N→L and E→N 
transitions. 

In the AR the probability of extremely dry conditions is maximal for the L→L and L→E 
transitions. The probability of moderately dry conditions is estimated to be maximal for the L→L and 
E→E transitions. 
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METHOD FOR THE PHASE CORRECTION OF INTENSE ULTRASHORT  
LASER PULSES AT RAMAN BACKSCATTERING IN A PLASMA 

A.A. Balakin and G.M. Fraiman 

 Institute of Applied Physics RAS, Nizhny Novgorod, Russia, balakin@appl.sci-nnov.ru 

One of the most promising methods for obtaining ultraintense ultrashort laser pulses is currently 
based on the use of Raman backscattering in a plasma. It can provide an output power higher by a 
factor of 104–105 than that with the usual technique for amplifying frequency modulated pulses in the 
plasma [1]. The compression regime based on Raman backscattering in the plasma was experimentally 
implemented [2, 3]. In particular, the implementation of a nonlinear regime with depletion of the pump 
pulse was demonstrated. However, the nonlinear regime achieved in experiments was not transferred 
to the stage of a significant amplification of an output pulse. The reason was various parasitic effects 
responsible either for the enhancement of noise (thermal fluctuations of the plasma and the prepulse of 
the amplified pulse) or for the violation of the conditions of three- wave matching for Raman 
backscattering because of the inhomogeneity of the plasma density. Here, another method of the use of 
Raman backscattering in the plasma is proposed to obtain intense ultrashort laser pulses with a given 
phase front. In this case, requirements to the parameters of the plasma and to the duration of its 
existence in this regime are softer than those in the usual scheme of Raman compression. The method 
is based on the fact that phase perturbations of the pump pulse that are smooth in the longitudinal 
direction are concentrated in the weakest wave (plasma wave). As a result, the amplified pulse will 
have a weakly perturbed initial phase front and, correspondingly, good focusability. 
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NEAR-THRESHOLD QED CASCADE IN THE STRONG LASER FIELD 
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Abstract. We investigated the cascade development in laser field near its threshold for different field 
configurations. It was demonstrated that the threshold with respect to the total pulse power may be reduced using 
multiple pulse configurations. It was shown by numerical simulation that for eight pulses with a specific 
combination of polarizations the total power may be reduced to 8.9 PW, which is available with the modern 
technologies. 

Multiple electron-positron pair production in a strong laser field due to development of the 
quantum electrodynamical (QED) cascade [1] is one of the most important predictions of the 
perturbative QED in external field. QED cascade is the consequence of processes such as photon 
emission by electrons or positrons and pair creation by photons. This phenomenon is actively 
investigated theoretically, but there is no experimental data since it's supposed that the field intensity 
and hence the power must be very high. The aim of our research was to determine how high it actually 
must be and how it is possible to reduce the power by a certain choice of field configuration. 

Since the dynamics of the cascade is rather complicated even in the linear regime (when plasma 
effects are negligible), the main tool to investigate it is a numerical simulation. The most popular 
schemes are the particle-in-cells (PIC) method for particle-field interaction simulation and the Monte-
Carlo method for quantum processes simulation [2].  

Although we have mentioned the threshold for cascade development, strictly speaking a cascade 
does not have it, and we have defined it in an artificial way. We demand that, on the average, a new 
electron-positron pair must be born from every seed electron (which were initially at rest) during the 
time of interaction. A general idea is that the cascade effectively develops in a standing wave rather 
than in a plane traveling wave [1]. So, we considered the configurations constructed from pairs of 
pulses forming standing waves. Every laser pulse was modeled by the exact solution of Maxwell 
equations,having the form of a focused beam: [3] 

ℜ
ℜ
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Here b  is a focusing parameter, C


 determines the polarization and 22 )( ibzr −+=ℜ ⊥ .The 
wavelength was equal to mµ1  and the interaction time was equal to five laser periods (approximate 
duration of the modern high-power pulses). We used fifty electrons at rest as seed particles. 

 
Num. of pulses 2 4 8 (c.p.) 8 (e.p.) 

Num. of created 
positrons 

N < 1 N = 3 N = 11 N = 50 

Table 1. The number of the positrons created from fifty electrons for different field configurations. The total 
power for all cases is 8.9 PW. Data for eight pulses presented for different polarizations – one with all pulses 
circularly polarized (c.p.) and one with the most effective polarization described in the text (e. p.) 

The most effective polarization was determined according to the supposition that the faster the 
parameter χ  grows, the better the cascade develops. The other observation is that it's possible to 
reduce the required total power by dividing it between more pulses. According to this, we suggest a 
configuration with eight pulses, or four standing waves, focused at the same point and with the axis 
lying in the same plane. Two of the standing waves have circular polarization, one is linearly polarized 
and one is ellipticaly polarized with the coefficient of ellipticity 2 . The determined total threshold 
power for such a configuration is P = 8.9 PW. Such power is available at the modern laser facilities, so 
the experimental investigation of QED cascades may start in the near future. The comparison with 
other configurations is presented in the Table 1. 
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Abstract. In the present paper the results of theoretical investigation of the ART phenomenon in the 
presence of the electron-positron pair production process is discussed. Based on the PIC code simulations 
performed for the parameters of the upcoming large-scale facilities we propose a concept of an ultra-bright, well-
collimated source of photons with energies up to several GeV. 

Today’s high-intensity laser systems can cause ultrarelativistic motion of electrons, providing 
various opportunities for conversion of optical energy into other forms, such as streams of charged 
particles and photons with high energy. Laser systems of the next generation will enable another 
fundamental mechanism of nonlinearity – an electron’s significant recoil due to emission of photons, 
the so-called radiation reaction. 

Until recently it was commonly assumed that radiation reaction can only lead to effective energy 
dissipation in the system of laser-plasma interaction, without causing significant changes in the 
dynamics of the system. However, recent theoretical studies have shown that a strong influence of 
radiation reaction can lead to profound counterintuitive changes even in the dynamics of a single 
electron. A strong enough effect of radiation reaction on an electron moving in the field of a plane 
standing electromagnetic wave leads to complex highly nonlinear dynamics, which cause a rapid 
"pulling" of the particle to the electric field spatial maximum, where the electron experiences the 
greatest possible influence of the field. This behavior contradicts the intuitive expectation that a 
system usually tries to minimize the impact on itself, and dissipation can only support this tendency. 
That is why the effect was called anomalous radiative trapping (ART) [1], as opposed to normal 
radiative trapping (NRT) which corresponds to electron localization in the vicinity of the electric field 
spatial minimum when radiation reaction contributes weakly in the case of lower wave amplitudes.  

The electrons trapped by the ART effect are driven by the oscillating electric field of maximaum 
possible amplitude, which causes the particles' synchronous oscillation and emission along the electric 
field vector. This unique energy coupling between the electromagnetic field and the particles' kinetics, 
accompanied by the presence of a preferential direction of emission, provides an unprecedented 
opportunity for creation of an ultra-bright collimated source of photons with energies extending to the 
GeV level. 

It is important that the mechanism of the ART phenomenon is very robust. This allows achieving 
entrapment of particles in the symmetric geometry of the so-called e-dipole wave (inverse emission of 
a dipole antenna). This kind of field structure is very interesting from the practical point of view. By 
virtue of the optimal energy focusing, it makes possible to reach the required level of intensity using 
several laser pulses focused from different directions, assuming parameters of laser systems now in 
development. However, for intensities triggering the ART regime, the process of particles capturing 
and trapping is accompanied by a growing avalanche of electron-positron pair production. Generation 
of a large enough number of particles can lead to the essential depletion/scattering of laser radiation 
forming the e-dipole wave that can eventually break the ART regime. 

This paper presents the results of theoretical investigation of the ART phenomenon in the presence 
of the electron-positron pair production process and their mutual influence in the geometry of the e-
dipole wave with varying intensity and duration. On the basis of the results we formulate general 
conclusions about the possibility of triggering and maintaining the regime of ART at the multichannel 
laser facilities of next generation. In particular, our calculations indicate that the produced electrons 
and positrons are immediately trapped by the ART mechanism, which happens until the number of 
particles in the central trapping state reaches 109. Further growth of the number of particles causes 
reduction of the field strength at the central point and a decrease of the particles and the emitted 
photon energy. This means that by choosing the appropriate initial density and laser pulse duration one 
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can reach the instant of the peak field strength, maintaining the ART regime for a large number of 
particles, and produce a well-collimated beam of photons with the highest possible energy for the 
setup of this kind. Based on the simulations performed for the parameters of the upcoming large-scale 
facilities, it is demonstrated that maximum photon energy is scaled proportionally to field amplitude 
and for 100 PW laser system can be as high as 3.8 GeV. 
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Abstract. An analytical piecewise homogeneous model for electron side injection into linear plasma waves 
is developed. Betatron oscillation dynamics is studied. Longitudinal motion and electron trapping region are 
described. The results of the analytical model are verified by numerical calculations. The results predicted by 
piecewise homogeneous model are also compared to the results calculated using a more realistic inhomogeneous 
model. 

Much attention has recently been given to plasma based acceleration methods. These methods can 
provide acceleration rate several orders of magnitude more than traditional methods. Experiments 
show a possibility of electron acceleration to several GeV energy over the length of several 
centimeters. These methods are based on the fact that a wakefield excited by a high intensity laser 
pulse or a particle beam propagating through plasma has a very high acceleration gradient. 

Plasma itself can be used as a source of accelerated electrons for highly nonlinear plasma waves. 
However, high energy spread of accelerated particles and low reproducibility of the resulting beam 
properties limit the usage of the self-injection method. One possible solution is to use external electron 
beams, e.g. the ones generated by a compact photo-injector. There are different ways of electron beam 
injection into a plasma wave. One of them is the side injection of a beam at an angle into a laser 
wakefield to which our analysis is dedicated. 

Piecewise homogeneous model 

It is known that for a linear laser wakefield electron motion can be described by the following 
potential: 
 Φ = Φ0 cos(kpξ) g(r/R), (1) 
where r is the radial coordinate, ξ = x – vgt is the longitudinal coordinate relative to the laser pulse and 
kp is the plasma wavenumber. The motion system generated by this potential is nonlinear and is hard 
to analyze without usage of numerical methods. Therefore, we have decided to consider a model 
where transversal and longitudinal forces spatial distribution is piecewise homogeneous (Fig. 1). In 
this model only the sign of the forces is the same as in the inhomogeneous model determined by the 
potential  (1). 

  
(a) Longitudinal force spatial distribution (b) Transversal force spatial distribution 

Fig. 1. Spatial distribution of the plasma wave forces in the piecewise homogeneous model 
 
It was shown that in the wave phase where the transversal force is focusing and the longitudinal 

force is accelerating, electrons can be trapped and can start oscillating near the plasma wave axis. The 
dynamics of these oscillations which are called betatron was studied and we analytically calculated 
envelopes for transverse momentum and transverse coordinate oscillations (Fig. 2). The longitudinal 
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motion of the electrons was also described. It was shown that betatron oscillations play an important 
role in acceleration because they lower the electron longitudinal velocity and therefore the electron can 
stay in the accelerating phase for a longer period of time. We also calculated the region of parameters 
p0 (initial electron momentum) and ψ (electron injection angle) for which electrons can be trapped in 
the wave (Fig. 3). 

  
(a) (b) 

Fig. 2. Numerical solution for the time dependence of (a) transversal momentum and (b) transversal coordinate. 
Analytically calculated envelopes are shown by red curves 

 
We performed numerical calculations of the 

piecewise homogeneous system in order to 
verify the results predicted analytically and 
proved that these results are correct. 

We also compared the piecewise 
homogeneous model to the more realistic 
inhomogeneous model. Numerical calculations 
for the inhomogeneous case showed that the 
piecewise homogenous model correctly predicts 
the nature of betatron oscillations. For both 
models the transversal momentum oscillations 
amplitude increases and the transversal 
coordinate oscillations amplitude decreases in 
the accelerating phase. In the decelerating phase 
the behavior is opposite. However, the trapping 
region formed for the inhomogeneous model is 
essentially different from the form predicted by 
the piecewise homogeneous model. This result 
suggests than heterogeneity of the focusing force can’t be neglected when we describe trapping 
conditions. 
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Abstract. We report the existence of a new regime of particle dynamics in ultra-intense light. We 
demonstrate that radiation losses of electrons moving in a strong enough electromagnetic standing wave, 
surprisingly, cause their localization in the vicinity of the electric field spatial maximum. This unusual 
behaviour, which we call “anomalous radiative trapping” (ART), can be achieved at the upcoming laser facilities 
via the many-sided focusing that reproduces reversed emission of a dipole antenna (e-dipole pulse). For this 
geometry, we demonstrate that ART can be used for particle control for studying fundamental physics, and for 
the generation of multi-GeV, directed, gamma rays and collimated, energetic particle beams. 

Progress in laser technology has opened up possibilities for creating ultra-intense light sources [1, 
2, 3] with the aim of studying phenomena at the interface of high-field and high-energy physics. 
Among these, radiation dominated particle dynamics and quantum electrodynamics effects are of 
current topical interest and are guiding the direction of upcoming laser programs. 

For intensities below 1023 W/cm2 the collective relativistic dynamics of electrons is predominantly 
determined by their coherent emission, which can be described in a self-consistent way via the 
macroscopic currents entering the Maxwell’s equations. However, for higher intensities the high-
frequency individual incoherent emission of electrons may affect their dynamics, which one can 
associate with recoils due to the emission of photons. This effect of radiation reaction can be treated 
either in continuous form as the so-called radiation friction or in quantized from depending on the 
parameters of interaction. Weak influence of radiation reaction may effectively lead to arising of a 
channel for energy dissipation from a system that includes the particles’ kinetic energy, the energy of 
their coherent emission and the energy of the external radiation. This dissipation commonly does not 
cause a quick qualitative change of particles’ dynamics and can only affect slow process, for example, 
suppress various instabilities in plasmas. However, our recent study [4] indicates that in ultra-intense 
laser fields strong enough effect of radiation reaction can cause quick cardinal changes in particle’s 
dynamics in a rather unexpected way, providing anomalously intense and stable coupling between 
particles’ kinetic energy and electromagnetic field energy. 

 

 
Fig. 1. (a) The long-term density distribution of electrons in a standing wave as a function of wave 
amplitude a given in relativistic units. The spatial distribution of the electric and magnetic fields, 
and the ponderomotive potential, are sketched with red, blue and grey lines, respectively. E (B) is 
orientated along z-axis (y-axis). (b) Typical particle trajectories in the x-z plane. The first and third 
are in the NRT and ART regimes respectively, while the second shows the transition between them. 
Dotted red (blue) lines show the locations of antinodes (nodes) 
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We studied regimes of a particle dynamics in the fields of an electromagnetic standing wave with 
various amplitudes. We simulated motion of initially uniformly distributed electrons with the radiation 
reaction taken into account in the quantized form. In fig. 1 (a) we plot a stabilized distribution of the 
particles density as a function of the wave amplitude. One can see various trapping phenomena. At 
low intensities, the trapping occurs in the minima of the ponderomotive potential, coinciding with the 
positions of the electric field spatial nodes. Due to relativistic effects, electrons are released from the 
ponderomotive trapping and move chaotically (except in relativistic reversal) for higher amplitudes. 
For intensities (1024 – 1026 W/cm2), as the role of radiation losses increases the particles subsequently 
become trapped once more in the same positions. We call this effect normal radiative trapping (NRT). 
However, at even higher intensities (> 1026 W/cm2), the electrons become attracted towards and are 
trapped around the positions of the antinodes, i.e. at the maxima of the ponderomotive potential. We 
call this counter-intuitive behaviour anomalous radiative trapping (ART). In fig. 1 (b) we show 
trajectories of electrons. The detailed analysis indicates the following mechanisms of the trapping 
phenomena (see [4] for details). NRT is originated from the higher average rate of the radiation losses 
in the vicinity of the magnetic field spatial maximum, which causes predominant migration towards 
this region for the electrons looping in a non-regular way. Whereas ART appears as a net migration of 
particles, when a regular motion is caused by the radiation reaction dominancy. This migration is 
originated from an asymmetry of temporal evolution of electron’s gamma factor caused by intense 
radiation losses at specific parts of the trajectory.  

Both mechanisms of trapping are very robust and are sensitive neither to the specific initial 
conditions nor to the shape of the field structure. Comprehensive numerical simulations show that the 
ART can be achieved in the field configuration of the so-called e-dipole pulse [5], which implies 
formation of reversed emission of a dipole antenna based on radiation focusing from different 
directions. The required level of intensity can be reached via many-sided focusing of several laser 
pulses at the proposed international facilities [1, 2, 3], assuming that the total peak power exceeds 50 
PW.  

The particles being trapped by ART mechanism oscillate synchronously in the spatial maximum of 
the electric field, providing the most optimal conditions for energy transformation. This opens up new 
opportunities for creation of ultra-bright sources of GeV photons and energetic particles. 
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Abstract. The interaction of magnetized (20 T), counter-streaming high-velocity (~0.1 c) hydrogen plasmas 
accelerated using high-intensity (8·1019 W/cm2) lasers is shown experimentally to create a strong increase in 
density at the interaction point. This feature is thought to be due to the pile-up of magnetic field leading to 
magnetic fields up to (500 T), causing the subsequent reflection of electron at the interaction region. 

A major question in astrophysical plasmas collisions (e.g. supernovae remnants, Gamma-ray 
bursts) concerns the formation of collision-less shocks and the subsequent generation of high-energy 
particles, which are perhaps the source of the most energetic cosmic rays. Of particular interest is how 
such processes are encouraged and modified by ambient magnetic fields. To elucidate these 
phenomena, we have used the Titan laser facility in double-beam configuration (70 J/beam, τ = 650 fs) 
to accelerate high-velocity (v = 0.01–0.2 c) counter-streaming hydrogen plasmas (~1018 n/cm3) via the 
target normal sheath acceleration (TNSA) mechanism. A pulsed Helmholtz coil driven [1] by a high-
energy capacitor bank (10 kV/10 kA) is used to impose a constant 20 T (0.2 MG) external magnetic 
field during the plasma interaction. Interferometer measurements of the magnetized case observe a 
bump at the collision point that is a 3x increase in density compared to the un-magnetized case. This 
bump region is characterized as a large-scale (~100 µm) and long-lived (~100 ps) jump in electron 
density. Particle-in-cell (PIC) simulations [2] suggest that this phenomenon may be due to piling up of 
the magnetic field leading to increased field strength of up to 500 T (5 MG). Such a strong field causes 
the electrons to become reflected leading to the observed increase in density. The density variations 
present in the electrons may potentially be strong enough to seed other instabilities leading to the 
formation of a shock. The simulations are thus used to develop an in-depth understanding of the 
underlying physics and the consequences for astrophysical scenarios. 
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Abstract. A method to enhance the efficiency of rare side ion acceleration by laser heated electrons is 
investigated numerically. The method is based on the idea to improve laser-target coupling by placing sub-
wavelength grating on the irradiated surface. The optimal parameters of the grating is found and theoretically 
justified. It is shown that the optimal parameters for maximal total energy deposited to ions differs from those 
for maximal energy of the most energetic ion and both are far from the optimum of the laser energy absorption. 

The recent dramatic progress in developing of high-peak-power laser systems opened up new 
possibilities for a wide range of important applications one of which is the laser-driven acceleration of 
ion bunches. The laser plasma sources of protons with energies up to tens of MeV have been already 
experimentally shown as well as the possibility to reach GeV level has been pointed out theoretically. 

For intensities as high as 1018 – 1020 W/cm2 the most efficient scheme for high energy ion 
production is so called Target Normal Sheath Acceleration (TNSA) which is also the most studied 
laser ion acceleration scheme. In this scheme the ions are accelerated at the rear side of a thin target in 
a quasielectrostatic sheath field created by fast electrons produced by the laser at the target front side. 

Typical TNSA conversion efficiency (ratio between the laser energy and the total ion beam 
energy) is about a few percent. Much effort has been put forward recently in order to increase this 
efficiency by using specially designed targets. One of the possible approaches is to use surface grating 
at the irradiated side of the target in order to increase the amount of energy absorbed by electrons from 
the laser. 

This approach has been verified both numerically and experimentally however there is still no 
systematic studies of how the efficiency depends on different parameters of the grating. 

Here we report on an extensive study of this dependence in a wide range of grating parameters. 
We investigated gratings in the form of periodically placed rectangular ledges. Such a grating can be 
defined by three parameters: period of structure, width of a ledge and height of the ledge. 

The study is based on numerical calculations made by means of fully relativistic electrodynamic 
Particle-In-Cell code PICADOR in two and three dimensions. The laser parameters for all simulations 
were fixed and correspond to a typical Ti:Sapphire 10TW system. The quasimonoenergetic spectra of 
accelerated ions has been achieved by using composite target made of gold ions and thin proton layer 
deposited on the rear side. We paid particular attention to the maximal energy of generated protons 
and the total amount of energy deposited to accelerated proton bunch. 

The main result of the work is that the optimal parameters for maximal and total proton energies 
are not the same although are close to each other. And both of them are far from the optimum of the 
laser energy absorption. Indeed, the higher the ledges of grating the more energy can be absorbed by 
electrons for large enough grating period however this energy is converted to the energy of gold ions 
forming the grating rather than to the proton energy. So there is some optimal height for which the 
protons gain the maximal energy. 

The optimal width of the ledges was found to be comparable to a skin-depth and thus depends on 
the plasma density. The optimal period was found to be about half-wavelength and slightly differs for 
maximal and total energies of protons. 
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Abstract. The ion acceleration in laser-produced overdense plasmas is a key topic of many recent 
investigations thanks to its potential applications. Besides, at forthcoming laser intensities (I > 1023 W·cm−2) the 
interaction of laser pulses with plasmas can be accompanied by copious gamma-ray emission. Here we 
demonstrate the mutual influence of gamma-ray emission and ion acceleration during relativistic holeboring in 
overdense plasmas with ultraintense laser pulses. If gamma-rays emission is abundant, the hole-boring velocity 
is lower, the whereas gamma-ray radiation pattern is narrower than in the case of low emission. Conservation of 
energy and momentum allows one to elucidate the effects of gamma-ray emission. 

To investigate the influence of gamma-ray generation on hole-boring we consider an interaction 
geometry where a laser pulse is incident on a plasma slab producing reflected light, ion flow and high-
energy photons (Fig. 1). 

 
 

Fig. 1. On-axis shape of the incident (orange) and reflected (blue) laser pulses, electron density (green)  
and ion density (magenta) in a particle-in-cell simulation at time instances t = 0 (a) and t = 4λ/c (b) 

According to Ref. [1, 2], the ratio of the electron energy to the overall energy decreases as the 
intensity increases, and for I > 1023 W·cm−2 electron energy can become negligible in the energy 
balance. Therefore, conservation of energy and momentum is given as: 

 

( )1 l iR S S Sγ− = + ,      (1) 

( )1 cosl iR S Sγ+ = Π + ϕ ,     (2) 

where lS , iS  and Sγ  are the laser pulse energy, overall ion energy and overall energy of gamma-rays, 
respectively, iΠ  is the overall ion momentum, cosϕ  determines the ratio of longitudinal momentum 
of gamma-rays to their energy (i.e., ϕ  is the half-angle of the gamma-ray divergence), R  is the 
reflection coefficient and c is the speed of light. 
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Conservation laws Eqs. (1), (2) can be written not only for the overall energy and momentum, but 
also for the energy flux and the momentum flux densities. It is convenient to use the hole-boring frame 
moving with velocity hbv .  

 

( ) | ' ' |
1 ' '

4
R S γ

×
− =

π

E B ,     (3) 
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×

+ = γ
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where 'E  and 'B  are the electric and magnetic fields of the laser pulse in the hole-boring frame, 'in  is 
the unperturbed ion density in the hole-boring frame, M  is the ion mass and hbγ  is the Lorentz factor 
associated with hole-boring velocity. Here it is assumed that the gamma quanta are emitted 
transversally, so they do not contribute to the momentum flux balance described by Eq. (4). It follows 
from Eq. (3) that the ions do not contribute to the energy flux balance because they are elastically 
reflected from the potential barrier at the hole-boring interface. If the gamma-ray emission is neglected 
( ' 0S γ = ), then by solving the system of equations (3) and (4) we get a well-known expression for 
hole-boring velocity: 
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If we assume that electrons emit in the radiation dominated regime so ' 'S eE cγ = . By solving the 
system of equations (3) and (4) 'R  and hbv  can be calculated. In the limit 1µ <<  we reproduce Eq. (5). 
In the reverse limit we have 

 
1/ 2 12hbv − −= µ .          (6) 

 
Therefore gamma-ray emission can lead to decreasing of the hole-boring velocity. 
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Abstract. In this work we report results of numerical simulations of relativistic laser interaction with long 
undercritical preplasma layer and discuss a complex mechanism of electron acceleration. Recently abnormally 
high energy electron bunches were observed when an additional controlled nanosecond prepulse created long 
preplasma from a solid target. Classical mechanisms such as ponderomotive acceleration, laser wake field 
acceleration (LWFA) and so on do not explain such results.  

Simulation 

For numerical simulation the full-relativistic 3D3V PIC-code “Mandor” was used. A target was 
chosen similar to the real target but with already formed undercritical preplasma layer with a linear 
density gradient. Simulations were performed with supercomputer “Lomonosov” at the Lomonosov 
Moscow State University. The simulations were performed in 3D and 2D regimes with different 
length of the preplasma layer (90, 25, 10 and 5 µm), different FWHM (50 fs and 300 fs) and different 
polarization. The time step was chosen to be 0.003 fs to meet the Courant condition, the cell size was 
the same in all directions in 2D regime – 0.01λ, similarly to the minimum Debye length, and particles 
per cell were chosen sufficient for correct simulations.  

Results 

It was found that complex interplay between different phenomena provides for the high energy 
electrons with a certain choice of preplasma parameters. In such conditions high energy electrons start 
acceleration from the area corresponding to relativistically shifted 0.2–0.3 Ncr, where self-focusing of 
the beam results in huge intensity increasing. Electrons from this area efficiently gain energy from 
laser field. Many processes such as Raman forward- and backscattering, two plasmon decay (TPD) 
play a significant role in electron acceleration. 

Electric fields effect analysis demonstrates that the contribution to electron acceleration of the 
longitudinal component of electric field is more than from the transverse one. 3D and 2D regimes have 
been compared and significant differences have been found. For example, there are differences in the 
spectra of these regimes. It is important that 3D-results are more reliable but need much more 
computational resources.  
 

 
  

Fig. 1. Spectrum of longitudinal component  
of electric field for 50 fs laser pulse in plasma 
after self-focusing in 2D regime 

Fig. 2. Spectrum of longitudinal component  
of electric field for 50 fs laser pulse in plasma  
after self-focusing in 3D regime 

 
Relativistic self-focusing in 300 fs laser pulse proceeds in an absolutely different way. It’s obvious 

that a filament or a channel is formed which later splits into two, thus affecting electron acceleration. 
So, electrons apparently suffer two-phased acceleration or some kind of stochastic acceleration. 
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Fig. 3. The image of filament with split channels of 300 fs laser pulse in electron plasma 
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Abstract. Influence of the radiation reaction force on the electronic parametric instabilities, in particular, 
stimulated Raman scattering of an ultra-intense laser pulse in plasmas is studied. Inclusion of the Landau-
Lifshitz radiation reaction force in the plasma electron dynamics enhances the growth of the forward Raman 
scattering by causing a phase shift in nonlinear current densities that drive the two Raman sidebands (anti-Stokes 
and Stokes waves) and manifesting itself into the nonlinear mixing of two sidebands.  

Growth rate of the forward Raman scattering with the radiation reaction force 

At ultra-high intensities  W/cm2, the role of the radiation reaction force on plasma 
electron dynamics becomes important [1]. Thus, plasma scattering of the laser pulse, categorized as 
the parametric instabilities, must take into account the effect of radiation reaction force. Due to the 
radiation reaction force, the laser pulse suffers damping while propagating in a plasma. This damping 
provides an alternative source of free energy for the plasma perturbations to grow. These plasma 
perturbations are the seeds for the various parametric instabilities in the plasma. One of the well 
known parametric instabilities is the forward Raman scattering (FRS) in a plasma [2–3]. In this 
process, a pump laser decays into two forward moving daughter electromagnetic waves and a plasma 
wave. The excitation of plasma wave causes the frequencies of the daughter electromagnetic wave to 
go either up (anti-Stokes wave) or down (Stokes wave). We derive a general dispersion relation for the 
electronic parametric instabilities by including the leading order term of the Landau-Lifshitz force [4] 
in the equation of motion for plasma electrons. Afterwards, we solve it to derive the growth rate of the 
FRS. The growth rate of the FRS reads as (see Ref. [5] for details) 

 

      
(1) 

                                                                                             
 

where ,  is the electron plasma density, and are the electron 

charge and mass respectively, ,  and  are the vector amplitude 
and frequency of the pump laser pulse respectively, is the velocity of the light in vacuum, and 

 denotes the radiation reaction force. From here the enhancement in the growth rate 
of the FRS is apparent. This enhancement is even stronger at lower plasma density ratios 

and higher laser amplitude  This enhancement occurs due to the radiation 
reaction force induced phase shift which leads to the mixing of the Stokes and the anti-Stokes waves. 
Intuitively, it can be understood as follows: since the radiation reaction force causes damping of the 
pump laser pulse, it essentially provides an additional source of free energy for the perturbations 
(scattering) to grow in the plasma. Figure 1 shows the growth rate ratio with  and 
without  the radiation reaction force and one can immediately notice that the radiation reaction 
force leads to enhancement in the growth of the FRS. The enhanced FRS of the laser pulse is 
important for the ultra-intense laser-plasma interaction as it can lead to significant change in the 
frequency spectra and shapes of extremely intense short laser pulses. Moreover, the enhanced FRS of 
the laser pulse provides an alternative way to detect the radiation reaction effects on the spectra of 
low-energy optical photons. This is in contrast to the scheme of the nonlinear Compton scattering of a 
counter-propagating relativistic electron in a strong laser field, which aims at discerning the signatures 
of the radiation reaction force on the spectra of high-energy gamma-ray photons [1]. 
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Fig. 1. Growth rate ratio of the FRS with   and without  the radiation reaction force   

as a function of the normalized plasma density  and normalized pump laser amplitude 

 The normalized growth rate is plotted on log10 scale 
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Abstract. The impact of laser pulse with a short weak prepulse which is ahead of the main pulse for a few 
nanoseconds on the melted gallium surface could significantly increase the hard x-rays yield from laser plasma. 
This effect is associated with formation of dense microjets above the target surface after the action of the 
prepulse. The microjet formation is explained based on the results given by both optical diagnostics and 
hydrodynamic modeling by a collision of shocks originated from two distinct zones of laser energy deposition. 
Also, results of the experiments on hard x-rays generation from the microjets are reported. 

Introduction 

Femtosecond laser plasma is a well-known effective source of high-energy particles and ultrashort 
hard x-ray radiation in the wide energy range. Such x-ray and gamma sources can have a large number 
of applications, for example in x-ray spectroscopy with high temporal resolution or some medical and 
biological research. 

To increase the yield of x-ray radiation and maximal energy of gamma photons we can increase 
the intensity of the laser pulse. On the other hand, we can use special targets, for example, the 
microstructured ones. Using a melted metal target is promising due to the dynamical microstructuring 
of the liquid target surface as a formation of dense plasma microjets above the surface after the action 
of the laser prepulse. The interaction of the main pulse with these microjets leads to a significant 
increase of the hot electron temperature and hard x-rays yield [2]. 

Thus, our task was to clarify the mechanism of microjets formation and also to conduct the 
experiments on the interaction of the relativistic laser pulse with these microjets. 

Investigation of the microjets formation 

The microjets formation was observed with the optical shadowgraphy of the plasma plume formed 
by the prepulse. The plasma was created by a laser pulse delivered by the Ti:Sa laser system of ILC 
MSU with the pulse duration of 50±5 fs, the energy up to 20 mJ at 10 Hz repetition rate [1]. Laser 
radiation was split into two parts. The weaker one (referred to as a heating pulse) was used to produce 
plasma. The main part of laser radiation was delayed by 3–17 ns and used for visualization of the 
plasma plume. Simultaneously we measured the energy distribution within the focal area of the laser 
beam. 

Figure 1 shows images of the plume obtained at time delays varying from 6 to 13 ns. The images 
were obtained at two different positions of the parabolic mirror with respect to the gallium surface – 
exact focus at the surface (Fig. 1a) and 40 µm below (Fig. 1b). In the first case, microjets were formed 
at the edges of the plume, while in the second case the strong jet was formed on the left side of the 
plume close to its center. The jet diameter was close to the optical resolution limit of 4 µm, while the 
velocity of the microjet propagation was about 4 km/s in the both cases. 

These findings can be explained by the shape of the energy distribution in the focal area. The 
energy distribution in the case of the exact focus consists of the central core (Fig. 2a) with an almost 
gaussian profile surrounded by complicated inhomogeneous wings (see Fig. 2b). Several hot spots 
may be distinguished within these wings. In the case of the defocusing of the mirror the energy 
distribution reveals an inhomogeneous structure with four hot spots (Fig. 2c). The mean energy 
fluence in the hot spots is about 100 J/cm2. We assume that these hot spots lead to the microjet 
formation. It occurs due to collisions of divergent shocks originated from different hot spots. For 
example, in the case of 40 µm defocusing two bottom hot spots with the highest energy fluence (see 
Fig. 2c) may generate a strong jet on the left side of the plasma plume close to its center as in Fig. 1b. 
Two other lower energy hot spots may generate a weaker jet on the right side of the plasma plume. 
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Fig. 1. Optical pump-probe shadow images of a plasma plume a) in the case of the exact focusing  
of the parabolic mirror and b) in the case of displacement of the target surface from the parabolic 
mirror focus by 40 µm towards the mirror obtained at different time delays after the action of the 
heating pulse. The energy of the heating pulse was about 180 µJ. The white arrow in the first image 
indicates the laser propagation direction 

 
Fig. 2. Energy distributions in the exact focus (a), in the exact focus with the same scale as in the 
panel c (b), and with a 40 µm defocusing of the parabolic mirror (c). Panels a and c are normalized  
to their respective maxima 

Hard x-rays generation from dense microjets 

In the experiments on the x-rays generation, microjets were formed by the manually created 
prepulse. Thus, we were able to vary the energy of the prepulse and the delay of the main pulse. For 
this purpose laser radiation was split into two parts: the weaker one was used as a prepulse, and the 
main pulse was delayed by several nanoseconds with respect to the prepulse. For the registration of the 
x-ray spectra in a single photon regime we used the photomultiplier tube with NaI(Tl) scintillator. 

When the energy of the prepulse was about 200 µJ, the intensity of the main pulse was about 
3∙1018 W/cm2 and its delay was 11 ns, gamma photons with energies up to 5 MeV were detected. The 
estimated hot electron temperature was 1125±25 keV in this case. This effect is related to the interaction 
of the main pulse with dense plasma microjets which were observed in the shadow images. When the 
delay of the main pulse was 7 ns and 15 ns there was no large increase of the hot electron temperature as 
in the previous case. It can be explained by the fact that, when the delay time was 7 ns, the main pulse 
interacted with still growing microjets, while at 15 ns the microjets had already dissipated. 
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THEORY AND SIMULATIONS OF LASER-PLASMA GENERATION  
OF FREQUENCY-TUNABLE MID-INFRARED PULSES 
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We examine a new method for generation of coherent few-cycle mid-infrared pulses. The method 
utilizes gas ionization by ultrashort incommensurate two-color laser pulses. These incommensurate 
two-color pulses contain the fields at two different frequencies. One of the frequencies is detuned from 
the doubled value of the other one. Such incommensurate pulses can be obtained with the use of the 
nonlinear crystal (for example, BBO or KDP) or with the use of the optical parametric amplifier. In 
the latter case, the main (in the respect of intensity) field component has greater central frequency than 
the weaker field; and the frequency of the weaker field can be reasonably easily tuned around the 
halved value of central frequency of the main field which stays fixed [1]. 

We calculate the electron current which is excited by such a two-color pulse in a gas during 
ionization through the use of the semiclassical approach both analytically and numerically and find out 
that the low-frequency component of that current can have central frequency in the mid-infrared range, 
which can be controlled by tuning the frequency of the weaker optical field. The full-dimensional 
simulations based on the quantum-mechanical approach (the solution of the 3D time-dependent 
Schrödinger equation) support the results obtained from the semiclassical approach. We estimate 
energy radiated by that current and discuss the possibilities of employing the phenomenon for creating 
the tunable source of coherent few-cycle mid-infrared pulses. 
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NON-FILAMENTED ULTRA-INTENSE AND ULTRA-SHORT PULSES  
IN RAMAN SEED AMPLIFICATION 

G. Lehmann1 and K.H. Spatschek1 
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Abstract. Ultra-intense and ultra-short laser pulses may be generated up to the exawatt-zetawatt regime due 
to parametric processes in plasmas. The minimization of unwanted plasma processes leads to operational limits. 
We discuss these limits with respect to filamentation. It is shown that the limit for transverse filamentation, 
which originally was derived for plane waves, is actually less stringent for seed pulse propagation. Because of 
fast motion the leading pulse front can stay filamentation-free, whereas the rear parts show transverse 
modulations. Results from three-dimensional (3D) three-wave-interaction models are compared with one-
dimensional PIC and Vlasov simulations. Although wave-breaking occurs, the kinetic simulations show that the 
leading pumped pulse develops a form similar to that obtained from the three-wave-interaction model. 

The tremendous increase in achievable maximum laser intensity over the past 30 years was 
triggered by the invention of chirped pulse amplification (CPA). Today intensities of up to 1022 W/cm2 
and above can be realized in table top setups and allow to study a great number of relativistic effects 
occurring in the interaction of intense radiation and matter. Typically the radiation interacts with a 
large ensemble of particles in the form of plasma. Nonlinear plasma effects can then be utilized to 
accelerate particles (electrons, protons) or for the generation of secondary radiation.  

Current top-class laser systems can achieve powers of the order of 10 PW and reach intensities of 
up to 1024 W/cm2, values at which even proton motion will become relativistic. Still, the electric field 
strength of about 1015 V/m will fall short of the Sauter field Es = m2c3/eh ≈ 1018 V/m, at which direct 
access to the nonlinear QED regime will be possible, by three orders of magnitude. Reaching these 
intensities using CPA technology seems very complicated at least. Amplifier crystals and compressor 
gratings would need to be scaled up by magnitudes in order to keep the energy fluence below damage 
threshold level.  

To overcome damage issues of solid-state technology the use of plasma-based laser pulse 
amplification and compression schemes was proposed [1]. In these schemes the energy of a long pump 
pulse is scattered into a short seed pulse by a plasma oscillation. The plasma oscillations can be either 
an electron (stimulated Raman scattering, SRS) or an ion (stimulated Brillouin scattering, SBS) mode.  
To achieve a resonant interaction between the three waves (pump, seed and plasma) the matching 
conditions ωpump=ωplasma+ωseed and kpump=kplasma+kseed have to be fulfilled. The amplification 
mechanism can in this case be approximately described by a three-wave coupling model, see e.g. [2] 
for SRS and [3, 4] for SBS. The three-wave models lack kinetic effects like Landau-Damping or 
wave-breaking, but still give an insight into the dominant dynamics in a broad parameter regime. The 
majority of literature on plasma-based laser pulse amplification treats one-dimensional models. We 
extended the “standard” three-wave model for Raman amplification to multi-dimensional geometry 
and implemented two- and three-dimensional numerical simulations of this system of equations [5]. 
This allows us to study the influence of transversal pump-intensity variations and the influence of 
transverse perturbations during amplification. 

Transverse filamentation might impose limitations on the maximum amplification length and the 
amplifier diameter, respectively. The first large-scale PIC simulations demonstrated that amplification 
is possible, even for beam diameters of several μm [6]. Our multi-dimensional three-wave model 
allows studying filamentation, self-focusing and cross-beam interaction in more detail and with a 
dramatically reduced computational effort. 

Filamentation of laser beams in nonlinear media is a well-known effect and has been treated 
extensively in the literature, however mostly in the plane wave approximation. From plane wave 
calculations one can easily find the growth rate γ = 10–5 ω0 ne/nc I14 λ0

2 and the wavelength of the most 
unstable transverse perturbation [5]. Due to its larger intensity we consider only filamentation of the 
seed pulse. For an intensity of 1016 W/cm2 and typical plasma parameters the time-scale for 
filamentation is on the order of 10 ps. 
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Figure 1 shows results obtained 
from two simulations for the 
amplification of a seed pulse of 
initial intensity 1015 W/cm2. The 
pump intensity is 1015 W/cm2, 
corresponding to 0.03 in 
dimensionless units used in the 
figure. The plots show the 
magnitude of the seed envelope in 
the co-moving frame which moves 
at the group velocity of the seed. For 
the simulation in the left column the 
initial seed profile was Gaussian 
with 50 fs FWHM duration. No 
transverse perturbation was present 
at t = 0. After 8ps we obtain a clean 
seed pulse which shows π-pulse like 
oscillations of the envelope along 
the propagation direction x, as 
expected for the pump-depletion 

regime [2]. Additionally we observe a curvature of the seed envelope, which is due to the transverse 
intensity profile of the pump beam. For the simulation shown in the right column of Fig. 1 all parameters 
are the same, but now the initial seed pulse envelope at t=0 contains a spectrum of transverse perturbations. 
In the course of the amplification we observe that filamentation sets in, but leaves the first oscillation of the 
seed pulse almost completely unharmed. The second oscillation of the seed envelope is filamented and 
shows a characteristic perturbation wavelength. The filamentation wavelength is in good agreement 
with predictions from plane wave theory. That the first envelope oscillation is left unharmed seems a 
surprising result at first. However, it can be understood as a result of the nonlinear evolution of the 
Raman amplified seed. In the nonlinear phase the maximum of the seed travels at superluminal speed, 
since the front interacts with an untouched part of the pump and is amplified the most. The back 
however interacts only with an already depleted seed [7, 8], which results overall in an apparently 
superluminal behavior. This effect is clearly visible in Fig. 1, the seed seems to move forward in the 
co-moving frame. By this mechanism the seed front is able to escape the initial transverse perturbation 
and eventually shed away all potentially spoiling modes. The second envelope oscillation however can 
not outrun the perturbation and becomes filamented. 

Since the three-wave interaction model does not contain kinetic effects, we compared the three-
wave results to Particle-in-Cell and full Vlasov simulations in one-dimensional geometry. We find that 
the results agree well for the first envelope oscillation, but in the kinetic description we observe wave-
breaking, which strongly suppresses growth of following seed envelope oscillations. 
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Fig. 1. Amplitude |Eseed| of seed pulse envelope during amplification 
process in dimensionless units. Left column: Amplification without 
initial transverse perturbation of seed. Right column: Amplification of 
seed with initial transverse perturbation 



225 

NONLINEAR QED-EFFECTS IN STRONG LASER FIELDS 

S. Meuren, F. Mackenroth, N. Neitz, C. H. Keitel, and A. Di Piazza 

Max Planck Institute for Nuclear Physics, Heidelberg, Germany 

Abstract. We have investigated various quantum electrodynamical (QED) processes inside strong laser 
fields. Among them are nonlinear (double) Compton scattering, (quantum) radiation reaction, the influence of 
radiative corrections (Lamb shift analog for free electrons) and vacuum polarization effects (photon propagation 
inside a strong plane-wave background field). The talk will give an overview about the resent results of our 
group. 

Quantum electrodynamics (QED) is well understood in the perturbative regime called vacuum 
QED, where the field strengths of the electric and magnetic fields are much smaller than the critical 
field Ecr = m2c3/(ħ|e|) = 1.3×1016 V/cm (m and e denote the electron's mass and charge, respectively). 
The critical field corresponds to a laser intensity of 4.6×1029 W/cm2. In vacuum QED the strength of 
the interaction is characterized by the (effective) fine-structure constant α, which is a small parameter 
for feasible particle energies. Accordingly, the S-matrix can be calculated perturbatively, allowing for 
the most precise predictions nowadays available (e.g. the electron g-factor). This situation changes if 
strong external fields are present. The strength of a laser field can be characterized by the gauge and 
Lorentz invariant parameter ξ = |e|E/(mcω), where E and ω are the peak electric field strength and 
central angular frequency, respectively. For ξ ≥ 1 the laser field must be taken into account exactly in 
the calculations (available petawatt laser systems already reach ξ ≥ 100). On the other hand, nonlinear 
quantum effects become important if the electric field of the laser reaches the critical field, which is 
experimentally feasible in the rest frame of ultra-relativistic particles [1]. 

 
We have recently investigated several interesting non-linear QED effects, which could, in 

principle, be tested experimentally with existing or upcoming laser facilities. In [2] double photon 
emission by electrons in the full nonlinear quantum regime was investigated. The photon spectra show 
interesting features that can be attributed to nonlinear effects in the laser field amplitude, the photon 
recoil and the short laser pulse duration. The recoil experienced by the electron due to the emission of 
several photons is closely related to radiation reaction. By using a kinetic approach, it was shown in 
[3] that the energy distribution of an electron beam spreads out when quantum effects become 
important. This is in contrast to the result obtained from classical electrodynamics, where radiation 
reaction tends to narrow the distribution. The interaction with a laser pulse can also change the 
properties of an electron beam without the emission of photons [4]. Due to quantum fluctuations 
different spin states are no more degenerated in energy (analogously to the Lamb shift in atoms) and a 
finite spin-flip probability is obtained. Vacuum polarization effects are also experienced by photons. 
Due to the creation of virtual electron-positron pairs the photon obtains a mass and has a nontrivial 
dispersion relation within a strong laser field [5].  
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HIGH-ORDER HARMONICS FROM  
SINGULARITIES OF RELATIVISTIC PLASMA 
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Abstract. We have discovered a new regime of high-order harmonic generation in gas jet targets driven by 
multi-TW femtosecond lasers [A.S. Pirozhkov et al., Phys. Rev. Lett., 2012, 108, 135004-5]. In this presentation, 
we discuss the results of recent experiments demonstrating bright off-axis (~13°) XUV harmonic emission. 
High-resolution harmonic source imaging reveals that the radiation is emitted by tiny sub-μm sources, in 
accordance with the model prediction. 

Introduction 
Relativistic laser plasma emits extreme ultraviolet (XUV) and x-ray radiation generated via 

various mechanisms. Many important applications require temporally and spatially coherent radiation, 
which can be compressed to ultrashort pulses and focused to the tiniest possible spots or used to 
produce fine interference and diffraction patterns. We have discovered [1] a new regime of high-order 
harmonic generation in gas jet targets driven by multi-TW femtosecond lasers. Using PIC simulations 
with the REMP code [2] and catastrophe theory [3, 4], we have developed a harmonics generation 
model, which explains the experimental findings. According to the model, the harmonics are emitted 
by relativistic electron spikes [1], which are the density singularities resulting from catastrophes of a 
multi-stream relativistic plasma flow [5]. 

Experimental results 
Apart from the explanation of the previously available experimental data, the model predicts 

interesting properties of the harmonics emission. First, the harmonics are emitted not from the whole 
focal spot volume, but from tiny sources – the electron spikes. Second, in addition to the previously 
observed on-axis harmonics, there should be off-axis emission. Here we present results of new 
experiments performed with the J-KAREN laser [6], demonstrating bright off-axis harmonics, with the 
XUV pulse energy within the 60 to 100 eV photon energy range and 13±5° off-axis observation angle 
exceeding 50 nJ. We have performed imaging of the XUV emission source in the same photon energy 
range onto a high-spatial-resolution LiF crystal detector [7]. Our measurements show that the radiation 
is indeed emitted by tiny sub-μm sources, in accordance with the model prediction. 
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QUANTUM-MECHANICAL DESCRIPTION OF GAS IONIZATION  
AND RESIDUAL-CURRENT EXCITATION BY TWO-COLOR LASER PULSES  
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Abstract. On the basis of analytical solution of the time-dependent Schrödinger equation the phenomenon 
of excitation of residual current density in plasma produced by the laser pulse is studied. It is assumed that the 
laser pulse contains along with a strong field at the fundamental frequency an additional field at the doubled 
frequency. We find analytical dependences of the residual current density on the laser pulse parameters in the 
ranges of parameters corresponding to the tunneling and multiphoton regimes of ionization. 

This work is focused on analytical investigation of the phenomenon of excitation of low-frequency 
residual currents due to gas ionization by two-color laser pulses, which contain a strong field at the 
fundamental frequency and a low-intensity field at the doubled frequency. At present, this 
phenomenon is of great interest due to the possibility of using it to convert efficiently laser pulses into 
low-frequency radiation, in particular, into the radiation of the terahertz frequency band [1–6]. 

Previous analytical studies of this phenomenon were based on the so-called semiclassical approach 
which includes the hydrodynamic equation for the plasma current density and the adopted model 
expression for the tunneling ionization probability per unit time [4–6]. However, the range of 
applicability of the semiclassical approach is limited by the parameters of laser pulses corresponding 
to the tunneling regime of ionization, when the Keldysh parameter γ  [7] (defined by the ratio of 
atomic ionization potential and the averaged kinetic energy of an electron in a laser field) is much less 
than unity [8]. Thus, recent studies [9–11] have attempted to find the low-frequency photocurrent 
using analytical solutions of the time-dependent Schrödinger equation in the multiphoton regime of 
ionization ( >>1γ ), when the semiclassical approach is beyond its applicability. In these studies, in 
fact, the authors used the assumption that photocurrent is determined by the product of the average 
ionization probability per unit time and the most probable velocity of the electron (corresponding to 
the maximum of the velocity distribution function) [10].  

In this work we find the analytical solution of the time-dependent Schrödinger equation using the 
approach developed in [7]. We obtain closed-form expressions for the residual current density in the 
ranges of laser pulse parameters corresponding to the tunneling and multiphoton regimes of ionization. 
We show that the above mentioned decomposition of low-frequency current density into the product 
of averaged ionization probability and the most probable velocity takes place only for the laser pulse 
parameters corresponding to the tunneling regime of ionization. When γ  is greater than unity the 
dependence of residual current density on the laser pulse parameters may differ significantly from the 
predictions of [9–11], as well as from the results obtained by semiclassical approach [4–6]. We show 
the agreement of the obtained formulas with the results of numerical solution of three-dimensional 
time-dependent Schrödinger equation in the wide range of laser pulse parameters. 
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A. Savel'ev1, K. Ivanov1, S. Shulyapov1, A. Lar’kin1, I. Tsymbalov1, D. Uruypina1, 
R. Volkov1, A. Brantov2, P. Ksenofontov2, V. Bychenkov2, J. Breil3, 

B. Chimier3, and V.T. Tikhonchuk3 
1Faculty of Physics and International Laser Center of Lomonosov Moscow State University, Moscow, Russia,  

e-mail: abst@physics.msu.ru 
2P.N. Lebedev Physical Institute of Russian Academy of Sciences, Moscow, Russia 

3 Centre Lasers Intenses et Applications, University of Bordeaux - CNRS - CEA, Talence 33405, France 

Abstract. We present experimental and theoretical data on the interaction of relativistic femtosecond pulses 
with pre-pulse created dense plasma. We show that the energy of fast electrons as well as conversion to gamma 
rays can be controlled efficiently by the proper choice of pre-pulse parameters. Experiments were made using the 
ILC MSU TW laser (45 fs, 10 Hz, up to 1019 W/cm2). The 3D PIC code Mandor and the hydrodynamic code 
CHIC were used for numerical simulations. The interaction with a melted gallium target is considered in the 
second part of the paper. Here we also achieved huge increase in the gamma yield and electron energy but 
applying short a very intense femtosecond pre-pulse (advancing the main pulse by ~10 ns and having intensity of 
~1016 W/cm2).  

We studied acceleration of hot electrons with three different and typical temporal contrasts: (i) 
strong, above the ablation threshold, nanosecond ASE accompanied by a few strong femtosecond 
pulses ahead of the main pulse; (ii) plasma creating femtosecond pre-pulse positioned 12 ps ahead of 
the main pulse with the ASE below the ablation threshold; and (iii) the same as previous with 
additional strong femtosecond pre-pulse 12 ns ahead of the main pulse. This enabled us to create pre-
plasma with different spatial extent and density. We also present data obtained with two laser pulse 
durations (45 and 350 fs). In our study, we used radiation at a central wavelength of 805 nm from the 
10 Hz Ti:Sapphire laser system at ILC MSU with the pulse duration τL = 45±5 fs and energy after 
compression up to 50 mJ per pulse. The p-polarized radiation was focused by the off-axis parabola 
(F/D=5) onto the surface of a flat solid plate made of stainless steel or lead at the incidence angle of 45 
degrees. 

The anomalously high energy gamma emission is observed if the scale length of pre-plasma, 
formed by the ASE on metal targets, is long enough (of the order of 100 µm). High energy electron 
component did not appear if the ASE was suppressed below the breakdown threshold. Moreover, this 
high energy component was not observed if a pre-plasma was created by the short femtosecond pulse 
with advance time of 12 ns. Hence, extended undercritical pre-plasma is needed for the appearance of 
high energy electrons (and gammas). Gamma quanta with energies up to 1.5 MeV were detected at the 
intensity of ~7·1017 W/cm2  (45 fs pulse duration) for the stainless steel target if the ASE level was 
high enough, and only 500 keV with a low level of ASE. The deduced slope of the gamma-spectrum 
was as high as 255 keV compared to 115 keV with suppressed ASE and 65 keV with a femtosecond 
pre-pulse.  

The increase in the laser pulse duration from 45 to ~350 fs was accompanied by the appreciable 
growth of hot electron energies, if the ASE had high level (10–5). This indicates that the mechanisms 
of high energy electron acceleration are very sensitive not only to the intensity (that is characteristic of 
the ponderomotive acceleration, resonant heating, etc.), but also to the pulse duration. The latter 
feature may be connected with such processes as stochastic heating, quasistatic field formation, 
parametric instabilities, and others.  

Numerical simulations with the 2D3V version of the Mandor PIC code support the experimental 
observations. The fast electron production comes from the complex interplay between self-focusing, 
plasma wake excitation and direct laser acceleration. Further numerical analysis, including 3D3V 
modeling, is underway.  

The approach based on ASE enhanced electron acceleration may find a lot of applications if higher 
(1019 – 1022 W/cm2) intensities are used to couple laser energy into a hot electron and gamma rays. The 
optimized pre-plasma scale length and density should be deduced from PIC simulations at given 
intensity and duration of the pulse. The desired level of the ASE ~1012 W/cm2 is natural for modern 
PW and sub-PW lasers without special pulse cleaning measures. 
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Our study also justifies the importance and utility of plasma jet formation on the surface of a liquid 
gallium target for X-ray generation. We used two femtosecond laser pulses: the main interaction pulse 
and the weak prepulse producing jets. We observed an increase of 3 to 4 times in the mean hot-
electron energy and nearly two orders of magnitude enhancement in both bremsstrahlung (above 
5 keV) and line (Ga K) plasma emission compared with the case of a single high-contrast pulse with 
the same intensity. 

From 3D3V PIC laser-target interaction simulations, we deduced that a properly delayed intense 
(above 1016 W/cm2) femtosecond laser pulse acting on these prepulse-produced jets provides efficient 
electron heating and acceleration along the jet surface. Such electron generation is sensitive to the jet 
diameter and direction with respect to the laser beam axis. The numerical simulations support the 
experimental findings. A significant enhancement in both the hard X-ray yield and the mean hot-
electron energy observed for the prepulse contrast below 100 is certainly attributable to efficient 
microjet production. At a contrast below 30, the jet diameter is comparable to the focal spot size, and 
the electron acceleration efficiency decreases. 

Our explanation of the microjet generation is related to an inhomogeneous laser energy deposition 
at the target surface. The energy deposition in the form of two or more neighboring hot spots or in the 
form of an intense central core and a weaker annular ring may be a source of converging flows. After 
the prepulse irradiation, the heated material is vaporized from the surface, while shock waves are 
launched from the irradiated areas. These shock waves propagating along the liquid metal surface 
intersect with each other, thus creating the pressure maxima beneath the liquid surface. These zones 
are the origins of the jet ejections from the target surface. This hypothesis explains why the liquid 
target is better suited for the jet formation and why similar jets were created in the cases of focused 
and slightly defocused laser beams. Moreover, the observations of the focal spot with the microscope 
objective reported in the previous section, confirm a strongly inhomogeneous laser energy deposition 
in the focal spot in our experiments. 
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ANALYTICAL MODEL FOR GAMMA-RAY GENERATION  
IN LASER-IRRADIATED PLASMA 
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Abstract. Based on PIC-simulation results, we propose a model for gamma-ray emission from a plasma 
layer irradiated by an ultra-short high-intensity laser pulse. The radiation characteristics obtained from the model 
are in a good agreement with 3D PIC simulations for a range of parameters.  

Gamma-rays are currently in a widespread use in numerous applications from medicine to nuclear 
physics. The majority of the existing non-radioactive gamma-ray sources require high-energy electron 
bunches as an input so they are available only at large facilities. The proposed alternative source of 
gamma-rays is plasma irradiated by a high-intensity laser pulse. In strong fields electrons in plasma 
begin to move with ultra-relativistic velocities and emit hard photons due to the synchrotron radiation 
mechanism. 

The interaction of a normally and obliquely incident laser pulse with solid targets (foils) has been 
widely investigated through last years. The theoretical researches in the area have shown that electrons in 
the target form a thin electron layer which acts as a relativistic mirror and can result in efficient coherent 
high-harmonics generation. This phenomenon was studied in [1, 2]. However, we focus on incoherent 
radiation from the moving electron layer; in PIC 3D simulations it was shown that at intensities of the 
order of 1024 W/cm2 the efficiency of incoherent gamma-ray generation can reach 30 % [3].  

Electron layer dynamics model 

In the current work, we propose an analytical model for gamma-ray radiation from a thin foil 
irradiated by a normally incident high-intensity laser pulse. The model assumes that radiation pressure 
pushes the electrons towards the laser pulse and they form an infinitely thin layer and its radiation 
almost compensates the laser field behind the layer (so we neglect plasma density perturbations behind 
the layer). Also we consider ions to be immobile (this assumption is justified for ultra-short laser 
pulses). After calculating the field emitted by the electron layer we can write a system of equations of 
motion for the layer, which considers its motion in an aggregated field of laser, self-generated field 
and charge separation field from the ions. 

Solution to these equations gives a trajectory of the electron layer. A typical trajectory of the layer 
is shown in Fig. 1 (left), where color represents relativistic Lorentz factor of the layer. It is known that 
in case of ultra-relativistic velocities synchrotron radiation formula can be used. This gives a 
possibility to build a radiation pattern of gamma-rays (see Fig. 1, right). 

       
Fig. 1. (left) Model trajectory of electron layer (color represents relativistic Lorentz-factor);  

(right) radiation pattern for normal incident laser pulse obtained from model and from numerical experiments. 
Parameters: a0 = 220, n0/ncr = 315 
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We compared the model with the previous “simple model” that was described in [3] (it demands 
that the electric field behind the layer exactly turns to zero). In case of high dimensionless laser field 
amplitude a0 (500–1000) the two models suit each other well, in the opposite case the trajectories 
slightly differ. This means that with small a0 values, laser field doesn’t completely vanish behind the 
layer so the model is seen to be applicable for strong enough fields. 

The radiation pattern from the model is consistent with what was obtained from PIC 3D 
simulations (Fig. 1, right). The sharp peaks from the model curve can’t be observed in the simulations 
because plasma particles always have velocity spread and they can’t move as a single electron layer in 
the same direction.  

PIC 3D numerical simulations 

We have performed a number of PIC+Monte-Carlo 3D simulations of a normally and obliquely 
incident laser pulse interacting with a thin foil. An example of the simulation with oblique incidence is 
shown in Fig. 2. 

 
Fig. 2. PIC 3D simulation of gamma-quanta (blue) generation from a plasma layer (green) irradiated by an 

oblique 15° laser pulse (red). Configuration of plasma and laser pulse before (left) and after (right) interaction. 
Parameters: a0 = 220, n0/ncr = 210 

Simulations for a normally incident laser pulse show that numerical electron layer dynamics and 
gamma-ray radiation patterns are in good agreement with the analytical model for relatively high 
densities (n0/ncr = 200 and higher), for lower densities we observe that the laser pulse penetrates 
through the electron layer and its position strongly disagrees with the model. For the oblique 
incidence, we see that the gamma-ray radiation pattern has higher directivity than in the case of the 
normal incidence, so it appears to be a more promising configuration for practical applications. 
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ION ACCELERATION FROM RELATIVISTIC LASER PLASMA 
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Abstract. New perspectives have been opened up in the field of laser–matter interactions due to recent 
advances in laser technology, leading to laser systems of high contrast and extreme intensity values, where the 
frontier of maximum intensity is pushed now to about 1022 W/cm2. Many striking phenomena such as laser-
acceleration of electrons up to the GeV level, fast moving ions with kinetic energies of several 10 s of MeV, as 
well as nuclear physics experiments have already actuated a broad variety of theoretical as well as experimental 
studies. Also highly relativistic effects like laser induced electron-positron pair production are under discussion. 
All these activities have considerably stimulated the progress in understanding the underlying physical processes 
and possible applications. This article reviews recent advances in the experimental techniques as well as the 
associated plasma dynamics studies at relativistic intensities. 

Introduction 

Recent achievements in laser technology have led to laser systems with high contrast and extreme 
intensity values, which have opened up new perspectives in the field of laser–matter interaction and 
particle acceleration [1]. Nowadays accessible intensities, well beyond 1020 W/cm2, have provided for 
the first time the opportunity to extend scaling laws for the known acceleration process in the ultra-
short regime, and to access new ion acceleration scenarios. 

In most laser-driven ion acceleration studies carried out to date, ions were accelerated by sheath 
fields established by relativistic electrons at target surfaces, via the so-called Target Normal Sheath 
Acceleration (TNSA). A separate mechanism, Radiation Pressure Acceleration (RPA), has attracted 
extensive theoretical attention in recent years. Radiation pressure is exerted via laser ponderomotive 
force on a foil surface, which results in local electron-ion displacement, and ion acceleration via the 
ensuing space-charge field. This regime of acceleration is predicted to lead to high acceleration 
efficiencies, and to energetic, narrow band ion beams if ultrathin targets are used. The recently 
obtained experimental results where evidences of the transition to this “new” regime of ion 
acceleration, the so-called RPA regime, have shown also more favorable ion energy scaling with the 
laser intensity as predicted by PIC simulations. 

It should be notes that TNSA and RPA scenarios are not mutually exclusive. Their relative 
contributions depend strongly upon the particular target and laser parameters and can contribute to the 
generation of hot electrons and, in turn, to ion acceleration mechanisms. In both mechanisms the ions 
still will be accelerated in the field arising due to charge separation. Here the laser pulse contrast has a 
profound effect on accelerated ions and their cut-off energy. 

These developments open new perspectives for many proposed applications of laser driven ion 
beams which includes e.g., isochoric heating of matter, fusion energy (“fast ignitors” electron- or 
proton-driven), injection into conventional accelerators, cancer therapy, production of isotopes for 
PET (positron emission tomography), industrial applications (implantation, lithography), 
nuclear/particle physics applications. 

Although, these applications require performances exceeding present capabilities in terms of 
maximum energy and particle density, as peak laser intensities continue to rise it is expected that the 
near future will be characterized by a significant enhancement of the proton/ion cut off energy 
generated under tightly controlled interaction conditions. This will have an impact on many foreseen 
applications and will encourage further activities for the optimization of laser plasma-based 
accelerators. Additionally, laser pulse parameters, including temporal, spatial, and intensity contrast 
and target conditions need to be carefully characterized. Therefore, more advanced diagnostics needs 
to be developed which may lead to measuring plasma effects not even thought of today. Development 
of comprehensive on-line diagnostic systems for simultaneous measurements of different plasma 
parameters (visible- and XUV-light, X-rays, Gamma-rays, ion and electrons) with high temporal, 
spectral and spatial resolution together with laser pulse parameters are essential. This requirement is 
especially important because of both: shot-to-shot fluctuations of laser pulse parameters and inherent 
shot-to-shot variations in the local target parameters, which can derogate the whole plasma dynamics. 
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Current progress 

Figure 1 shows measurements and simulation results of maximum proton energy at different laser 
pulse parameters. Two different scalings of increase of accelerated proton energy with increasing laser 
intensity at different pulse durations are clearly visible. Obviously, short-pulse laser interaction with 
the target has advantageously faster scaling. 

 

 
Fig.1. Maximum proton energies dependent on laser intensity: measurements and simulations.  

Also shown (shaded surface) what will be laser development allow in near future 

Additionally, optimized laser-target interaction concept can pave a way to increase proton energies 
[2, 3]. This includes target design and laser pulse characteristics. Particle in cell simulations and the 
analytical model, with appropriately chosen interaction conditions, allow accelerating protons to the 
energies exceeding 200 MeV with 20 J laser pulses. 

It was found, that in spite of various acceleration mechanisms, optimization of different types of 
targets, solid state foils, near-critical targets, or under-dense targets results in almost the same 
maximum proton energy for a given laser pulse energy, and that the maximum energy of protons 
accelerated from thin foils with an optimal areal density increases almost linearly with the laser pulse 
field amplitude, a0, in agreement with figure 1. 

This is accomplished by developing advanced diagnostics which allows making detailed 
measurements of plasma properties across wide ranges of plasma temperature and density parameters 
for an extensive and thorough research of relevant laser-plasma processes and can provide essential 
information on their complex dynamics. With that specific requirements of different acceleration 
mechanisms and interaction concepts can be realized.  

Conclusion 

Our study shows a potential for efficient proton acceleration with high intensity compact laser 
systems. As peak laser intensities continue to rise, proof of principle experiments will continue to 
highlight potential new applications of laser accelerated ion beams. 
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Current femtosecond pulse petawatt (PW) technologies enable reaching a very high concentration 
of laser energy in a tight focal spot with focal intensity up to 1022 W/cm2. Laser-plasma interaction 
with ultra-short powerful laser pulses is a unique source of high energy electrons, ions and secondary 
radiation, including ultrashort X-ray and gamma pulses [1, 2]. In comparison with high-order 
harmonic generation in gas jets, where the flux and photon energy of X-rays are limited [3], a 
superintense laser pulse – plasma interaction is free of such limitation since a very strong EM field is 
applied to electrons in a plasma. Bright attosecond X-rays can be generated in relativistic laser-
overdense plasma interactions [4], or through an inverse Compton backscattering source driven by 
ultrarelativistic electron beam and nonlinear Thomson scattering of laser pulse by free electrons from 
laser focus [5]. Such X-ray pulses have many applications in atomic and molecular physics, chemistry, 
and also in life science [1–3].  

In the present work, we investigate the nonlinear Thomson scattering of a tightly focused laser pulse. 
The interaction between tightly focused laser fields and plasma electrons is determined by a peculiar 
topology of the laser field in the focal spot. It is important for the case when a laser pulse interacts with 
nanotargets, i.e. ultrathin solid dense foils or other more complicated nanotargets with a size much less than 
λ, where λ is laser wavelength. The investigation addresses namely the regime where the focal spot size, 
DF, may be comparable to the laser wavelength. For description of EM fields of a tightly focused laser 
pulse beyond the paraxial approximation we use an exact solution of the vector Helmholtz equation in the 
form of Stratton-Chu diffraction integrals and the angular spectrum representation method. This approach 
allows one to take into account correctly all 6 components of the laser EM field, including a longitudinal 
component of electric field, which strongly affects electron acceleration [6, 7]. 

Let us first consider radiation of a single electron initially located at a tight focus of a 30 fs, 
800 nm, 120 TW linearly polarized Gaussian laser pulse. To describe characteristics of the radiation 
we calculated the angular spectral energy radiated by the electron  
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β  of the test electron are calculated by 
integrating the relativistic motion equation of the particle in given laser fields when the radiation 
friction impact on electron dynamics and radiation spectra is neglected. The calculations of the 
spectral function (1) were made for different focal spot diameters of the laser energy. The results were 
compared with those obtained from paraxial formulas for laser fields taking into account the 
longitudinal laser field component. In both cases radiation is emitted mostly in the polarization plane 
(X, Z) at the angle max±θ with respect to the laser propagation direction (Z). One can see in Fig. 1a,b, 
where the angular spectral energy distributions are shown for the exact (a) and paraxial (b) laser fields 
for different polar angles θ , that using the paraxial approximation for tight focusing, 

22 2( 10 / )F FD I W cm≈ ≈λ , overestimates peak angular spectral energy. Also, as compared to 
paraxial spectra, there is a shift in the spectral functions to low photon energies. At the same time, in 
comparison with paraxial radiation fields, the isolated attosecond pulses are generated. It is easy to 
explain such radiation characteristics when considering the electron dynamics in nonparaxial fields 
where electrons very quickly, on the scale of order Rayleigh length, escape from the tight laser focus 
in radial direction and cannot radiate energy anymore. For the paraxial case, the electrons are not 
expelled so fast, as a result, the electron stays longer within the laser focus and with high probability 
will experience stronger acceleration and radiate more energy. Note that an optimal angle maxθ for 
paraxial fields is less than for nonparaxial fields. 
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Fig. 1. Angular spectral energy radiated by test electron for exact (a) and paraxial fields (b).  
Curve 1 corresponds to angles max=θ θ , curves 2 and 3 to angles 1,2 ,θ

 
where max 1 2< <θ θ θ , 

1θ ≈1.2 maxθ  and 2θ ≈1.5 maxθ  

We have also studied radiation for higher FD values, including the case, where paraxial 
approximation should work well enough. The radiated power reaches maximum value at 10FD ≈ λ  
(see Fig. 2). In fact, the electron radiates noticeably higher in the case of smoother focusing than at 
very tight focusing at the same laser energy. However, for a wider focal spot the peak radiated power 
decreases. 

 

 
Fig. 2. The peak radiated power at the optimal angle 

maxθ  as a function of focal spot size 

It is important that the paraxial approximation 
describes radiation characteristics incorrectly for 

10FD < λ . That is why it is necessary to revise 
the nonlinear Thomson scattering theory for 
typical experimental conditions. Study of the 
radiation by the test electron initially located not 
exactly at the focal plane ( 0 Fz z= ) shows that the 
maximum of the radiated power corresponds to 
the initial electron position before the focal plane 
( 0 Fz z< ) at a distance of order Rayleigh length 
and can be increased. 

Thus, in the case of a tightly focused laser pulse (DF ~ λ), isolated attosecond X-ray pulses are 
generated.There is an optimal focal spot size for which radiation power reaches its maximum.  
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Abstract. A radiation trapping effect of electrons (RTE) [1] is revealed in the near-QED regime of laser-
plasma interaction. Electrons quivering in laser pulse experience radiation reaction (RR) recoil force by radiating 
photons. When the laser field reaches the threshold, the RR force becomes significant enough to compensate for 
the expelling laser ponderomotive force. Then, electrons are trapped inside the laser pulse instead of being 
scattered off transversely and form a dense plasma bunch. The mechanism is demonstrated both by full three-
dimensional (3D) particle-in-cell (PIC) simulations using QED photonic approach and numerical test-particle 
modeling based on the classical Landau-Lifshitz formula of RR force. Furthermore, the proposed analysis shows 
that the threshold of laser field amplitude for RTE is approximately the cubic root of laser wavelength over 
classical electron radius. Due to the pinching effect of the trapped electron bunch, the required laser intensity for 
RTE can be further reduced.    

Laser intensities up to 1022W/cm2 have been demonstrated [2] and are expected to surpass 
1023W/cm2 in the course of several ongoing projects and initiatives [3, 4]. At this intensity level, the 
laser-plasma interaction will be prompted to the exotic near-QED regime [5–10]. One of the most 
foreseeable effects is that electrons lose a considerable amount of energy by emitting photons in the 
laser field, namely the radiation reaction (RR) effect [11]. Particle-in-cell (PIC) simulations suggest γ-
photons may become the dominant energy absorption channel and even take more energy than 
electrons [8]. As a result, the relativistic motion of electrons at these laser intensities is strongly 
modified. It leads to much lower electron energies than those one would expect neglecting RR [12–
21]. It has also been noticed that free electrons can be attracted to the positions of electric field peaks 
in the near-QED regime, by creating a standing electromagnetic (EM) wave structure with multiple 
laser pulses [22–24].  

In this work, we investigate laser-plasma interaction in the near-QED regime via full 3D PIC 
simulations. We found the radiation trapping effect (RTE) of a dense electron bunch inside the laser 
pulse. When a sufficiently intense laser propagates in plasma, we observe a new regime, where the RR 
force can compensate for the ponderomotive force. Unlike in the non-QED regime, electrons can be 
transversely trapped by the laser field instead of being pushed away. Different from the standing EM 
wave cases [22–24], where free electrons are mostly confined in a small volume of the laser 
wavelength, we consider a traveling EM wave. The spatial period and the oscillation amplitude are 
typically large as compared with the laser wavelength. As we will see later, the RR reduces oscillation 
amplitude leading to concentration of electrons in the high intensity region and forming a dense bunch. 
Since the electron bunch becomes ultra-relativistic quickly and co-propagates with the laser pulse, the 
electric part of the transverse Lorentz force is almost compensated by the magnetic part. The required 
laser amplitude for RTE is then greatly reduced. The RTE changes the laser-plasma interaction 
significantly. Furthermore, a large part of the laser energy is converted into high-energy photons 
providing a bright source of MeV γ-rays. 

The new effect is observed with the 3D code VLPL [25]. A QED model is implemented to 
describe the RR and electron-positron pair creation [26]. The new RTE effect stems from RR and 
electrons are transversely trapped by the laser pulse when the RR force is comparable to the laser 
ponderomotive force. The underlying mechanism is shown in Fig. 2 (a). Electrons quivering in the 
highly relativistic laser field emit photons along their propagation directions, causing a recoil force 
oppositely directed to the instantaneous momentum [26]. The tendency of the laser ponderomotive 
force to push electrons forward and aside is compensated by the recoil force. In the limit of strong RR, 
the recoil can be so strong that instead of being expelled away, electrons gradually fall into the high-
laser-intensity region and are trapped there. 
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Fig. 1. Sketch of laser-plasma interaction in the regime of RTE.  

(a) Trajectories of test electrons numerically calculated according to Eq. (1) either neglecting (blue 
solid lines), or including RR (red solid lines). Electrons are trapped in the high-laser-intensity region 
through the RR force (black arrow) induced by the emitted photons (wavy arrows). (b) The typical 
angular distribution of γ-photons from 3D PIC simulations. (c) The relative fraction of trapped test 
electrons versus laser amplitude 
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Abstract. Electron acceleration in the laser-plasma bubble proved to be the most successful regime of laser 
wake field acceleration in the last decade. The laser technology became mature enough to generate short and 
relativistically intense pulses required to reach the bubble regime naturally delivering quasi-monoenergetic 
bunches of relativistic electrons. The upcoming laser technology projects are promising short pulses with many 
times more energy than the existing ones. The natural question is how the bubble regime will scale with the 
available laser energy. We present here a parametric study of laser-plasma acceleration in the bubble regime 
using full three dimensional particle-in-cell simulations and compare numerical results with the analytical 
scalings from the relativistic laser-plasma similarity theory. 

Brilliant bunches of high energy electrons have a number of applications. As a source of tunable 
short wavelength radiation [1–2] they can be used to investigate the structure of matter [3]. With the 
use of free-electron lasers (FEL) [4] they become a source of coherent X-rays. Thus, there is a quest 
for a compact and tunable source of high energy electrons. Due to radio-frequency-cavity electrical 
breakdown, electrical fields in classical accelerators are restricted to 20–100 MV/m. This leads to 
large, expensive accelerator facilities. Wakefield acceleration [5] has been a promising field for the 
generation of fast electrons and hard X-rays. Various accelerating schemes employing different kind 
of driver beams have been suggested in the last decades [6–9].  

A topic of particular interest in the field of laser-wakefield acceleration is the bubble regime [10]. 
This highly relativistic regime became available for applications with the invention of the Chirped 
Pulse Amplification (CPA) technology [11] that resulted in relativistically intense femtosecond short 
[12] laser pulses. The bubble regime has the potential to accelerate electrons in the range of several 
hundred MeV to GeV energies on cm-scales [13–14]. In the bubble regime, the laser pulse creates a 
cavity called the bubble, which is free from thermal background electrons. During the formation of the 
bubble, electrons get trapped from the background plasma and accelerated in electric fields 3–4 orders 
of magnitude stronger than in classical electron accelerators, easily exceeding 100GV/m [15]. The 
bubble regime involves strongly non-linear fields as well as wave-breaking of the plasma wave 
following the laser pulse. Analytical wave-breaking is well understood in 1D. However, in more 
dimensions numerical approaches are necessary. Therefore, we are using results from 3D particle-in-
cell (PIC) simulations from the VLPL-code [16].  
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ADAPTIVE OPTICS AND POWERFUL LASERS 
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The lecture is devoted to the methods for correction of powerful laser beams by means of the 
adaptive optics. Adaptive optics is generally related to the controllable action of an optical system on 
the radiation field accommodating it to the required conditions.Adaptive optics, having famous 
employment in astronomy in the ground-based large-aperture space telescopes, during last time have 
resulted in considerable advances in ophthalmology and laser technologies. 

The purpose of adaptive optics application to powerful lasers is to minimize the inevitable phase 
distortions of laser beam or to transform the phase front (and, if possible, amplitude distribution) so 
that to obtain the needed intensity distribution in a given plane. The operation of adaptive optical 
system can be realized using the nonlinear as well as linear optical effects, so it is possible to say about 
nonlinear adaptive optics or linear adaptive optics. But usually nonlinear adaptive optics is referred to 
as nonlinear optics whereas linear adaptive optics is referred to as adaptive optics.It is widely meant 
now terminologically that adaptive optics is connected with regulated changing of phase front 
(wavefront) of the radiation beam by means of controllable optical elements (as a rule, reflectance of 
this beam from the mirror with deformable optical surface). 

In the lecture the conventional principles and methods of nonlinear (by example of phase 
conjugation at SBS) and linear (deformable mirrors) adaptive optics as well as the general conditions 
for their practical application are considered. The examples of correction of optical aberrations of laser 
beams are given in the case of pulsed and cw powerful laser radiation using SBS and deformable 
mirrors.Besides, the problem of coherent beam combining (phase locking) of the cw multi-channel 
powerful lasers is discussed in terms of an adaptive optical procedure and some experimental results 
are demonstrated. 
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Corning Incorporated is the world leader in specialty glass and ceramics. 
We create and make keystone components that enable high-technology 
systems for consumer electronics, mobile emission control, telecommuni-
cations, and life sciences. We succeed through our sustained investment 
in R&D, more that 160 years of material science and process engineering 
knowledge, and a distinctive, collaborative culture. We work closely with 
our customers to solve complex problems that others can’t, or won’t 
solve. Time and again, our breakthrough, life-changing innovations have 
proven that, if it is possible, Corning will make it real. 

 

From creating glass windows for space shuttles to developing optical components for high-tech in-
dustries, Corning develops solutions for virtually any glass-based challenge. 
 

Corning is one of the very few manufacturers with deep capabilities in materials science, optical de-
sign, shaping, coating, finishing, and assembly. Our optical materials cover the entire spectrum, from 
extreme ultraviolet (EUV) to infrared, and from refractive to reflective. These capabilities position the 
company to meet the needs of a broad array of markets including display, semiconductor, aero-
space/defense, astronomy, vision care, lithography, industrial/commercial, metrology and telecommu-
nications.  
 

Photonic Materials 

Products such as Polarcor™ glass polarizers and specialty optical fibers (e.g. bend insensitive, polarizing or 
polarization maintaining) play an important role in optical modules and components from telecommu-
nication to instruments, sensors or gyroscopes. 

Technical glasses and glass ceramics 

The rich portfolio of technical glasses and glass ceramics reflects Corning’s innovations potential in glass 
technology. It ranges from Eagle XG™ Industrial Grade Substrate, used as an optical substrate for a variety 
of micro display components  including  small  LCD displays, to Corning’s new Gorilla™ Glass, a scratch re-
sistant, durable, optical quality glass optimized for high-end portable devices and touch screens. 

Zero Expansion Glass 

Not only EUV optics or astronomical mirrors, but also reference scales or etalons are typical applications of 
ULE®. Its virtual zero expansion coefficient sets the standard and can be certified non-destructively to less 
than 10 ppb/K. Due to the specific properties of ULE®, it allows the manufacture of light weight structures 
with a weight reduction up to 95%. 

Synthetic Fused Silica 

Corning HPFS® synthetic fused silica is of the highest purity. With excellent optical, thermal and mechani-
cal properties, it is used for challenging applications from DUV microlithography to high-energy lasers and 
space shuttle windows. 

Optical Crystals: CaF2, MgF2 

High transmission in the UV and excellent laser resistance are the reason why Corning’s fluoride crystals 
are used for industrial and laser optics in industry, medicine and lithography.  

Corning Fairport Precision Optics 

Corning Tropel is a leading company for development and manufacturing of customer specific optical sub-
systems (modules), mainly used in the DUV.  
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About Corning
As the world leader in specialty glass and ceramics, Corning invents, makes, and sells keystone components that enable 
high-technology systems for consumer electronics, mobile emissions control, optical communications, and life sciences. 

Corning succeeds through sustained investment in R&D, more than 160 years of materials science and process 
engineering knowledge, and a distinctive collaborative culture. 

We work closely with customers to understand their toughest challenges. Corning’s passion for science helps solve those 
problems with life-enhancing technologies.

Research & Development 
Corning’s commitment to research and development drives our ability to turn possibilities into breakthrough realities. 

Our renowned laboratory and research facilities attract and enable the world’s best scientific minds. Corning’s state-
of-the-art resources, multi-disciplined materials expertise, and dedicated technology leadership help foster our 
collaborative culture at every innovation phase. 

Cross-functional teams and a broad portfolio of capabilities allow our researchers to leverage existing technologies 
across multiple product lines, enabling faster discovery of practical solutions. 

Corning’s sustained investment and unwavering commitment to R&D will ensure the next wave of technological 
advancements. 

What’s Next?
Beginning with a track record of more than 160 years, Corning’s vision for the future is full of cutting-edge and life-
enhancing technologies that deliver extraordinary benefits to everyday products. 

Across our business segments and around the globe, Corning is constantly driving the next wave of innovations 
powered by specialty glass and ceramics.
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Display Technologies
Corning’s glass substrates enable the thin, high-resolution, multi-function displays  consumers demand. 

Our environmentally friendly glass compositions and technological innovations help advance the display industry, 
creating the foundation for a range of scalable and durable electronic devices used at work, home, and on the go. 

As vivid organic light-emitting diode (OLED) displays and next-generation liquid crystal displays (LCDs) evolve, 
Corning will drive the advanced glass technologies required by display manufacturers. 

Corning.com/DisplayTechnologies 

Environmental Technologies
Our materials and process expertise in ceramic substrates have made Corning a key contributor in the campaign for 
cleaner air for 40 years. 

We develop emissions-control products for the world’s major manufacturers of gasoline- and diesel-powered 
engines and vehicles. Our advanced ceramic substrates and diesel particulate filters set the standard for catalytic 
converters and help control pollution around the world.

As the global concern for clean air intensifies, Corning’s technologies continue to advance emissions-control solutions. 

Corning.com/EnvironmentalTechnologies

Optical Communications
Corning keeps pace with the world’s insatiable demand for bandwidth by providing optical communications 
solutions that put all the information you need right at your fingertips. 

Our innovative optical connectivity solutions deliver high-quality broadband capabilities for the Enterprise, Carrier, 
and Wireless markets, as well as the expanding frontier of consumer electronic devices.

Corning’s optical communications products and services are uniquely positioned to meet tomorrow’s bandwidth 
demands for mobile devices, the increasing need for constant connectivity, and the growing volume of data being 
transmitted around the globe.

Corning.com/Products_Services/Telecommunications

Life Sciences
Corning helps scientists bring life-saving medicines to market through a comprehensive line of glass and plastic labware, 
as well as label-free technology, media, and reagents for cell culture, genomics, and bioprocessing applications. 

By supplying high-quality tools and research technologies, we support life science advancements and help drive 
efficiencies for researchers and lab technicians seeking to compress costs and timelines during drug discovery. 

Our industry-leading products help create the next wave of possibilities in healthcare. 

Corning.com/LifeSciences

Specialty Materials
From cover glass for consumer electronics to advanced optics for high-technology industries, Corning develops 
customer-driven solutions for some of the toughest material-based challenges. 

Our unmatched expertise in fundamental glass science and our hundreds of material formulations for glass, glass 
ceramics, and fluoride crystals makes this possible, along with our deep knowledge of thin films and our ability to 
process other materials.

Corning is changing the way the world thinks about glass while inspiring new possibilities and design applications 
for tomorrow. 

Corning.com/SpecialtyMaterials
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For more than 8 years our company "Laser components" has supplied kinds 

of productions for lasers with different applications, also for optics, which 

manufacturers in China, Italy and USA. 

Our company is the official distributor of such companies as: the 

manufacturer of optical glass "DGM Glass" (China), manufacturers of 

measuring instruments of laser radiation parameters "LaserPoint" (Italy) and 

"Duma Optronics" (Israel). 

We also have cooperation with leading enterprises, as well as Shanghai 

Institute of Optics and Fine Mechanics (Chinese Academy of Sciences, CAS), 

Chinese Electronics Technology Group Corporation (CETC), and China North 

Industries Group Corporation (NORINCO GROUP). We can supply large size 

optics with high requirements of processing and coating. Our partners are large 

Russian industrial companies and academic institutes, working in different 

sectors of development and production. 

Principles that our partners when choosing our company "Laser 

components" are transparent and professional approach to cooperation, high 

quality work and quick order. 

The multi-national colleague in our company "Laser components" assure to 

contact the producers without language barriers, as well as to perform quality 

control at the factory. 

«Laser components»  +7 495 258-10-58; +7 495 212-16-58, 
olga@lasercomponens.ru 

2/2,  Balaklavskiy av., Moscow, Russia 
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